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cell characterization of DNA structure. In other projects, binding interactions between 
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1. Introduction 
The main task of this thesis is to introduce methods of Single-Molecule Fluorescence 

Detection (SMFD) to the extensive community of molecular biologists. SMFD 

methods often provide unprecedented straightforward views on various biological 

issues, which are directly inaccessible using ensemble methods. Despite all its benefits, 

SMFD is not widely known or used. 

Perhaps the most important question is: why should the single-molecule 

concept be attractive for researchers in biological sciences? To address this question 

and demonstrate the full potential of SMFD techniques, here I report a broad 

introduction to SMFD applied to molecular biology, including its motivation, history, 

literature overview of current biological applications, basic principles, list of SMFD 

techniques and sample treatment.  

Finally, the results section comprises actual work proving broad usefulness of 

SMFD approach to biology and two projects associated with precise realization of 

SMFD. Results namely include a proof of concept work introducing investigation of 

DNA structure under physiological conditions in vivo, characterization of CHD4 

protein translocation activity and a study of MS2 bacteriophage capsid assembly.  

Another two projects involve in silico comparative study of the binding interaction of 

fluorescent probes Rhodamine 6G and QSY 21 to DNA and implementation of an 

optical element extending the depth of focus of SMFD apparatus. 

1.1. Aims 

a) To introduce capabilities of SMFD to the local community of molecular 

biologists and establish fluorescence lifetime based spFRET and time-

resolved fluorescence polarization. 

 

b) To extend the existing SMFD apparatus for fluorescence lifetime, lifetime-

based single-pair FRET and time-resolved fluorescence anisotropy 

detection. 

 

c) To demonstrate SMFD experimental powers in biologically relevant 

studies.  

 

1.2. Biology in singulo: motivation 

SMFD is a collection of techniques investigating the spectroscopic properties of a 

fluorophore with ultra high spatial resolution. Over the last two decades the growth of 

findings concerning behavior of biological systems on single-molecule level has been 

spectacular. As usual, the story started with technique development, immediately 

followed by applications to biological sciences.  

A lot of reactions in living organisms are far too complex to be fully elucidated via 

standard ensemble experiments. Using conventional reductional perspective, all 

reactions in biology might be seen as a feat of individual enzyme, DNA or RNA 

molecules. Analyzing individual biomolecules one at a time will often yield us 
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phenomenally clear and astonishing information about their nature and function.  

There are generally three main and invaluable advantages of SMFD compared with 

standard ensemble experiments. First, SMFD allows the direct detection of true 

statistical distribution that is otherwise obscured under the ensemble average [1], e.g. 

we can determine even very rare and/or short lived states of biomolecules [2]. Second 

exclusive feature of SMFD tools is that synchronization of individual processes, e.g. 

enzyme activity, diffusion in membrane and action of molecular machine is not 

needed. This is achieved by monitoring of individual molecules in real time and 

synchronization of their action afterwards (see Figure 1) [1]. Third, SMFD principle is 

well suited to explore fluctuating systems in equilibrium and to detect time trajectories 

and reaction pathways of individual participants in a non-equilibrated system. 

Concretely, SMFD allows us to monitor intermediates and follow time dependent 

pathways of biological reactions [2]. 

Nonetheless, what kind of information does SMFD methods provide about the host 

biomolecule? SMFD provides high spatial and temporal localization of individual 

objects. The localization of individual molecules can be achieved even with ~1 nm 

precision by fitting the record of a individual fluorescent probe (or two spectrally 

separated probes) to a two-dimensional Gaussian function [3].  

Another SMFD technique, single-molecule fluorescence polarization, might be 

employed to monitor the spatial orientation of the host biomolecule, its domain or 

molecular binding [4][5]. Moreover, the distance within one biomolecule or between 

different biomolecules can be measured by detecting the efficiency of Förster 

Resonance Energy Transfer (FRET) between two suitable fluorescent probes in the 

range between 1 – 9 nm [6]. Also the diffusion coefficient and subsequently Stokes 

radius (~hydrated size) of biomolecules can be monitored by Fluorescence Correlation 

Spectroscopy (FCS) [9]. FCS does not strictly belong to SMFD as the signal is usually 

averaged over thousands events, nevertheless it is measured at very low concentrations 

i.e. at any given time there are only one or a few biomolecules in the probed volume. 

All mentioned techniques will be described, in more detail, in subchapters of section 

1.6. 

 

 

Figure 1: Single-molecule FRET trajectories post-synchronization 

(a) Ensemble FRET represents the average value from the whole ensemble of molecules. (b) 

FRET time traces of individual molecules show the real states of molecules in real time. (c) 
Studied molecular events were post-synchronized within subsequent data analysis. Adopted 

from Selvin et al. [1]. 
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1.3. Very brief history of SMFD techniques 

At the beginning, SMFD was used as a complementary method to, at that time, 

well established line narrowing techniques, such as photon echo [7] and hole burning 

[8] to explore the fundamental dynamics of  amorphous solid matrices in ultralow 

temperatures. Both photon echo and hole burning remove the chromophore 

inhomogeneous broadening and probe the interaction between chromophore and 

matrix via detection of homogeneous broadening. Nevertheless, photon echo and hole 

burning still detect averaged information. 

First in the row of single-molecule spectroscopic experiments was the detection of 

absorption spectra of single pentacene molecules in a p-terphenyl matrix. This 

pioneering experiment was performed by Kador and Moerner in 1989 [9]. One year 

later, Orrit and Bernard measured the first fluorescence excitation spectrum of the 

same system [10]. The breakthrough step towards physiological conditions was done 

by Betzig and Chichester in 1993, when they introduced their SMFD experiments into 

room temperature [11]. Nevertheless their near-field scanning optical microscopy 

experiment was perturbed by the metal-coated tip [12]. Next milestone of SMFD 

employed in biological research was reported by Yanagida in 1995, as he monitored 

individual molecules in liquid solution (standard procedure of recent SMFD) [13]. 

Selvin et al. introduced single-pair FRET (spFRET) in 1996 [14]. Only four years later 

came the first in vivo applications of SMFD. It was independently realized almost at 

the same time by Schindler [18] and Yanagida [15]. Up until today, SMFD is a 

growing and flourishing sphere of research.  

1.4. SMFD applied in biology 

The interest of biologists in fluorescence detection of individual biomolecules can 

be followed back to 1977, when Hirschfeld detected an individual antibody tagged 

with less than 100 fluorophores [16]. In the consecutive year, Hirschfeld et al. 

presented an instrument capable of determining size and classification of individual 

viruses [21] [22]. Despite the fact that none of Hirschfeld‘s experiments was 

performed at single fluorophore level, his group laid the foundations of several SMFD 

essentials in background reduction. These were composed reduction of excitation 

volume, time-gated detection, and sample prephotobleaching to avoid impurities [21, 

23]. Moreover Hirschfeld defined photobleaching as a limiting factor for the number of 

emitted photons per individual fluorophore [17]. 

1.4.1. Structural analysis 

Structural information is based on precise knowledge of position, angle or 

distance between atoms, molecular domains or molecules as part of molecular 

complexes. Compared to other structural methods, using principles of Nuclear 

Magnetic Resonance (NMR), Electron Paramagnetic Resonance (EPR) and X-ray 

diffraction, SMFD methods have inherently lower structural resolution. However, the 

main power of SMFD methods, applied in structural studies, is in detection of short 

living species, determination of structural intermediates and in direct investigation of 

statistical distribution of conformational states. SpFRET and FCS proved to be the 

most valuable SMFD techniques to obtain static information about biomolecular 
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structure.  

SpFRET measures interprobe distances, hence with strategic probe placement, 

several suggested structural models can be investigated. SpFRET may also serve as an 

excellent complementary method to high resolution methods as X-ray and NMR to 

probe the position of flexible domains within biomolecules. Muschielok et al. 

simplified this type of analysis and developed a nano-positioning system (similar to the 

well known geo-positioning system) MATLAB (MathWorks) software package that 

uses probabilistic data analysis to combine spFRET experimental data with a known 

structural model, previously determined by X-ray or NMR [25][26]. SpFRET is also 

suitable to study conformational distribution of intrinsically disordered proteins. Their 

intrinsic lack of stable structure allows them to bind to several different targets. The 

flexibility also provides precise control over the binding process inducible by 

phosphorylation or through interaction with other components of the cellular 

machinery [27]. The heterogeneous conformational distribution and unsynchronized 

action makes them ideal candidates for single-molecule study [18]. 

By contrast, the FCS analysis yields the Stokes radius (an approximation of 

hydrated size) derived from diffusion time. Thus it might be used to approximate the 

size of fluorescent objects and follow their assembly, composition or aggregation [29]. 

DNA and RNA structure involves many short living states and complicated 

structural dynamics with several intermediates even under equilibrium conditions. 

Therefore, it is well suited for SMFD studies. The majority of SMFD structural 

experiments on biomolecules deal with DNA and RNA structure, thus also this thesis 

focuses mainly on nucleic acids structure. Literature about protein structure and 

dynamics can be found elsewhere [19]. 

1.4.1.1. DNA structure 

DNA structure and dynamics is primarily defined by its sequence. 

Nevertheless, these molecules are highly sensitive to their environmental conditions, 

such as polarity of the solvent [20], presence of particular ions and their concentration 

[32], molecular crowding [21] and hydration [22]. All mentioned factors influence 

stiffness and helical parameters of double-stranded DNA (dsDNA) molecules. Radical 

change in solvent polarity or salt concentration may even induce conformational 

transition between A, B and Z dsDNA form. Nevertheless, there is plethora of more 

complicated DNA structures, often involved in enzymatic actions tightly associated 

with basic cellular mechanisms, such as DNA replication and repair, whose structural 

mechanism still remains unclear. SMFD plays an important role in their investigation. 

 

DNA duplexes: In 2008, Wozniak et al. precisely measured dsDNA subtle bends and 

kinks [35] using spFRET. Thus they showed the distance-derived limiting feature of 

DNA structure resolvable by this technique. 

The same year, Iqbal et al. employed time-resolved spFRET to investigate the 

helical modulation of dsDNA [23]. They were able to distinguish between A and B 

form dsDNA using phase shift in the helical modulation of FRET efficiency with helix 

length. Thus they extended the conventional use of FRET, measuring of distance, 

adding information about mutual orientation of fluorophores from a set of 

measurements.  
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Hicks et al. examined the conformational diversity and dynamics of 

hybridization of 25 base pair long complementary DNA (cDNA) molecules. Individual 

single-stranded DNA (ssDNA) molecules were optically trapped within water 

nanodroplets and probed via spFRET at various temperatures and NaCl concentrations 

[24]. The studied system exhibited frequent conformational fluctuations, proposing 

that the freely diffusing short DNA oligonucleotides do not remain steadily in a B-form 

conformation. Moreover, atypical conformers constituting to an unfolding pathway 

appeared under low NaCl concentration.  

 

DNA loops: DNA molecules form even more complicated structures than just double 

helixes. Moreover, they often fluctuate between alternating conformational states, 

which is behavior that can be followed using SMFD methods. Hairpin loop (stem loop) 

is a relatively simple DNA motif, important in protein binding, which can fluctuate 

between an open and closed form.  

The kinetics of DNA hairpin loop fluctuations was investigated using a FRET 

fluctuation spectroscopy (for details see section 1.6.3) [25]. Bonnet et al. measured the 

activation energies associated with the opening and closing of a hairpin loop of 

different sizes, sequences and under various NaCl concentrations. The rate of opening 

of the hairpin stem was found to be independent of the characteristics of the loop, 

while the closing rate differed with the loop sequence and length. The closing rate was 

faster at higher NaCl concentrations. Regarding hairpin closing, the loop of adenosine 

repeats induced a decrease in rate and higher activation energies than a loop with 

thymine repeats. 

Conformational fluctuations of the DNA hairpin were also studied as a function 

of temperature and viscosity using FRET fluctuation spectroscopy. The closing of the 

loop kinetics was interpreted with a two-state model. Resulting kinetics revealed a 

non-Arrhenius behavior. Wallace et al. also suggested that stacking interactions in the 

loop might increase the roughness of the free energy surface of the DNA hairpin [26]. 

Later in 2006, FRET fluctuation spectroscopy and Photon Counting 

Histograms (PCH) analysis were coupled to monitor thermodynamic parameters of a 

hairpin opening and closing in various NaCl concentrations [27]. Jung et al. found a 

three state mechanism of hairpin folding that involves a stable intermediate form of the 

DNA hairpin. The intermediate and open states were suggested to be in a rapid 

equilibrium between conformations.  

In the same year, Kim et al. investigated the first step of hairpin folding. They 

detected hairpin formation via FCS monitoring a guanine-mediated quenching of 

suitably located fluorophore MR121. Resulting data suggested that the rate limiting 

step is not defined by stem sequential mismatches or loop dynamics, but by the 

interactions between loop and stem [28]. 

Recently, Probability Distribution Analysis (PDA), a statistical method, which 

simplifies analysis of static molecular species within a spFRET histogram, was 

employed to study dynamics of hairpin formation. [42] PDA revealed the timescale of 

hairpin conformational fluctuations. Reaction times were in good agreement with data 

obtained, one year before, using correlation-based analysis [29]. 
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Branched DNA structures: Branched DNA structures are chief intermediates in DNA 

duplication, enzymatic repair of damaged replication forks, repair of DNA damage, 

and homologous recombination [30]. The structures of these molecules have a crucial 

impact on recognition by a multitude of DNA-processing proteins. Albeit crystal 

structures are known for a few of such molecules, e.g. the Holliday Junction (HJ) [31] 

but the detailed structures of majority of branched nucleic acids remains unknown. 

[32] SMFD techniques offer an ideal set of tools to investigate the structure of 

individual branched DNA intermediates without ensemble averaging [47]. 

The HJ is a central intermediate state of DNA for genetic processes. Branch 

migration is the key process by which the exchange of homologous DNA regions 

occurs. It might be spontaneous or regulated by proteins. Unfolding of the HJ is 

necessary for branch migration, which is a stepwise process comprising consequential 

migration and folding steps. Folding of the HJ is crucial, since one of the folded 

conformations terminates the branch migration phase. Moreover, in the unfolded state 

HJ quickly migrates over entire homology region in one hop [33]. 

Detecting spFRET on immobilized Holliday junctions, McKinney et al. found 

that the branch migration process has an intermediate, in the form of an open 

unstacked structure [34]. One year later the same group observed that the HJ 

fluctuation rate drops with increasing concentration of Mg2+, whereas the ratio of 

populations of the states remains constant [2]. Dependence of stepwise branch 

migration dynamics of HJ on Mg2+ concentration was proved and theoretically 

explained one year later [50]. SMFD techniques were also employed to define the free-

energy landscape of spontaneous branch migration. It was found to be highly rugged 

with sequence-dependent barriers and local energy minima [51]. 

 Karymov et al. investigated the HJ hopping, analyzing spFRET time 

trajectories. Their results suggest that the transition length, referred as hop, is not 

necessarily 1 base pair, as stated before. By contrast, the junction is able to migrate 

over several DNA base pairs, detected as one hop. Derived distances confirm a 

partially opened, side-by-side model with adjacent double-helical arms slightly kinked 

at the four-way junction [52]. 

Recently, Palets et al. studied the effect of DNA defects - nicks - on the 

efficiency of HJ branch migration and the dynamics of the HJ. Combining results from 

AFM and spFRET analysis, their study revealed a dramatic nick moderated change of 

the HJ dynamics. The nick changed the structure and conformational dynamics of the 

junctions, leading to induction of new conformations that were not observed for the 

intact HJ [33]. 

 

Human intramolecular DNA quadruplexes: Structural distributions and dynamics of 

these vital DNA structures have also been studied using SMFD methods. SpFRET 

results revealed two subpopulations of human telomeric intramolecular quadruplex. 

These were interpreted as coexisting parallel and anti-parallel quadruplex conformers. 

The conformers were found to be interconvertible on a time-scale of minutes [53]. The 

free energy barrier in the folding energy landscape was estimated to be between 3 and 

15 kBT. Another study employed spFRET to find surprisingly extreme diversity of 

conformational states involved during the folding of immobilized human telomeric 

DNA [54]. 
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Shirude et al. compared structure and dynamics of human genomic DNA G-

quadruplex sequences that occur in the telomeres (htelo) and in the promoter of a 

proto-oncogene (c-kit-promoter G-quadruplex) [35]. Their spFRET-based study 

suggests that both c-kit and htelo intramolecular DNA G-quadruplexes are 

conformationally heterogeneous. The dynamic interconversions of htelo between 

distinct FRET states, on a time scale of seconds to minutes under physiological 

conditions, suggest that several of the conformational states can be relevant for the 

telomeres in live cells. The authors proposed that other components of the telosome 

might control which conformational state predominates in cells and at which phase of 

the cell's cycle it appears. Shirude et al. also found folded structures of the c-kit 

promoter and proved that such promoter G-quadruplex conformations are an 

alternative to the duplex structure. Moreover, they challenged the doctrine that G, C-

rich DNA exclusively forms a stable duplex, and they supported hypothesis that basic 

molecular mechanisms involve changes in the topology of the DNA. 

The effect of single-base mutations on the structural dynamics of human 

telomeric G-quadruplexes was explored by Lee and Kim [36]. Structural 

polymorphism was invoked by single guanine-thymine replacement in a G-track. In 

addition, analysis of the dynamics revealed that this small mutation induces fast 

unfolding and refolding events under physiological conditions [36]. 

 

1.4.1.2. RNA structure 

Although synthesized as linear polymers, RNA molecules fold into 

complicated structures vital for cellular processes. Messenger, transfer and ribosomal 

RNA molecules play a key role in RNA editing and splicing, protein secretion, 

telomere maintenance, small-molecule sensing and reaction catalysis. How RNA 

molecules achieve their battery of functions with an ultimately limited amount of 

building blocks is a question of great interest. Nevertheless, the determination of rules 

defining RNA structure from primary structure is far from trivial. Many RNAs are 

poorly conserved, and their function cannot be deduced by simple homology searches 

based solely on primary structure [37]. Below is a review of the most recent SMFD-

based publications about small tRNA molecules and a nearly complete overview of 

SMFD work on large RNA molecule with enzymatic function - RNase P RNA. 

 

Structure and folding of tRNA: During translation, the ribosome accurately selects 

aminoacyl-tRNA (aa-tRNA) to fit the particular codon of mRNA, the exact mechanism 

of the selection is still unknown. Mishra et al. partly elucidated this process by 

employing spFRET coupled with fluorescence anisotropy. They provided evidence of 

random thermal motion (fluctuations) of tRNAs within the ribosome in nanosecond 

timescale. They showed that cognate aa-tRNA fluctuates less frequently than near-

cognate. This result was counterintuitive since cognate aa-tRNA was expected to 

fluctuate more often to reach the ribosomal A-site faster than near-cognate. 

Furthermore, the authors suggested that both cognate and near-cognate aa-tRNA 

occupies the same position within the ribosome. Mishra et al. also proposed that 

fluctuating cognate aa-tRNA is guided by the ribosome toward the A-site by the 

conformational changes in the 30S subunit [38]. 
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The energy landscape of RNA folding was found to be significantly affected by 

different counterions that neutralize the phosphate group negative charge on the RNA 

backbone and also play a key role in tertiary structure. Using spFRET, Dammertz et al. 

investigated the folding properties of the RNA transcript of human mitochondrial 

tRNA(Lys) in thermodynamic equilibrium. This transcript showed two different folded 

states and one unfolded. The authors quantified the stabilization effect on RNA tertiary 

structure for different types of cations. They found that small monovalent ions stabilize 

the probed structure better than larger ones. Divalent ions showed the most pronounced 

conformation-dependent binding specificity. The radii of these divalent ions and 

coordination properties were found to be responsible for shaping the folding free 

energy landscape [39]. 

 

Folding and structure of RNase P RNA: The ribonucleoprotein enzyme ribonuclease 

P (RNase P) catalyzes the maturation reaction of tRNAs by cleavage of the 5‘ leader 

sequence of precursor tRNAs in bacteria and eukaryotes. RNase P is a well-

characterized large ribozyme, the RNA component catalyzes tRNA maturation in vitro 

without proteins [60]. Preceding ensemble studies of this large RNA suggested a two-

step folding pathway. Within this pathway, the catalytic domain was found in three 

conformational states (unfolded, intermediate and folded native state). [40] The 

number of known Mg2+ dependent folding intermediates was extended in a study of 

RNase P RNA folding. SpFRET here revealed at least two previously unidentified 

folding intermediates [62]. 

Large RNAs with more complex intermediate structures usually have non-

exponential kinetics of folding. Smith et al. employed spFRET to analyze the 

dynamics under low concentrations of Mg2+. Surprisingly, they detected simple 

exponential kinetics. This proposes a small quantity of discrete conformational states 

[63]. 

Qu et al. extended spFRET investigation of this enzyme by controlled Mg2+ 

concentration oscillations [41]. The system exhibited complex kinetics, dependent on 

the periodically alternating concentration of Mg2+ in solution. The detected spFRET 

time series exhibited a quasi-periodic response to a square-wave pattern of Mg2+ 

concentration changes. Nonetheless, these measurements probed only one of the many 

degrees of freedom in the macromolecule. Thus, one year later, the same group 

identified the origin of these quasi-periodic responses in the back and forth switching 

in the positions of potential minima. The authors proposed a precise model and 

concluded that SMFD experiments with periodic perturbations provide qualitatively 

new information beyond the conventional results obtained at equilibrium. Using their 

novel approach they identified four folding substates [65]. 

 

1.4.2. Conformational dynamics and function 

The precision of parameters, valuable for structural studies provided by SMFD 

methods, is usually low; however these methods are insuperable in detection of 

statistical distributions and temporal changes of structure i.e. in investigation of 

structural dynamics. Importantly, dynamics is inherently related to a biological 

function. SpFRET, FCS, PCH and fluorescence anisotropy are the most frequently 
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used techniques for investigation of conformational distributions in time, dynamics and 

function of biomolecules.  

SpFRET reveals interprobe distance and might be captured in a time range 

usually between 1 ms and 100 s [42], whereas FCS detects signal fluctuations, which 

can originate from structural changes probed via several biophysical phenomena in the 

whole range of biologically interesting timescales[67]. PCH allows exploration of 

changes in probe brightness, such as fluorescence quenching or intensity increase. 

These changes might be caused by molecular reorganization, assembly or aggregation 

[68]. PCH shares the same time resolution with FCS [43]. Another technique, single-

molecule fluorescence anisotropy monitors the velocity and rotational freedom of 

biomolecules or their domains. This feature is particularly useful for investigation of 

molecular machine motion, as these machines often rotate while translating along a 

linear rail (such as DNA or microtubule). For example, Forkey et al. employed 3D 

fluorescence anisotropy to examine tilting of the myosin light chain domain during 

structural dynamics of myosin V walk [44]. 

1.4.2.1. Biological assemblies 

SMFD techniques are well suited to investigate the assembly of molecular 

complexes and their function. Important question of this field is: How is 

conformational change coupled with molecular binding in biology? Recent SMFD 

studies cover most of the important fields in biological function. A few of these 

studies, related to chromatin remodeling, chaperonine function and disease related 

protein misfolding, are overviewed below. 

 

Protein folding: Nowadays, there are nearly 40 diseases known to be associated with 

protein misfolding. Identification of folding missteps might remarkably contribute to 

the development of new pharmaceuticals. More than twenty of these pathologies are 

associated with amyloids. Amyloids are insoluble fibrous protein aggregates, arising 

from at least 18 different misfolded proteins and polypeptides [71]. 

Liang et al. investigated the earliest steps of the folding of the Alzheimer's 

disease Aβ peptide employing real-time fluorescence imaging with photobleaching and 

FCS. They revealed the instantaneous formation of micrometer sized clusters. 

Moreover, these early intermediates kept properties of intermolecular molten globules, 

which served as the nucleating sites for amyloid growth [72]. 

Another protein whose misassembly causes severe disease is α-synuclein. It is 

an intrinsically disordered protein whose conformational change and subsequent 

aggregation into fibrous structures leads to Parkinson's disease. Trexler et al. utilized 

FCS and spFRET to probe the structure of α-synuclein under several aggregation prone 

conditions. Low pH and charged small molecules (spermine and heparin) induced 

conformational changes in α-synuclein and accelerated the aggregation. Observed 

conformational changes were dramatically different for both groups of environmental 

conditions [45]. 

 Correct protein folding can be mediated via the action of molecular chaperons, 

although the mechanism of how they affect of protein folding is still unclear. Hofmann 

et al. employed spFRET coupled with microfluidics (see Figure 2) to investigate the 

protein folding inside the GroEL/GroES chaperonin cavity over a wide range of time 
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and ionic conditions. Investigation of protein rhodanese showed that confinement in 

the chaperonin decreases the rate of the C-terminal domain folding, but does not affect 

the folding rate of the N-terminal domain. The authors suggested that the chaperonin 

mechanism is not unique for all proteins and involves competition between 

intramolecular and intermolecular interactions, which define the folding rates and 

particular mechanisms of this reaction [74]. 

 

 

Figure 2: Microfluidics scheme for single-molecule stopped flow experiments. 

Probed biomolecules and reagents are rapidly mixed in the mixing region on one side of the 

microfluidics chamber and flowed at a constant flow velocity toward the other end. 

Fluorescence is detected at different distances from the mixing region, corresponding to 
different time points ti in the reaction. Adopted from [46]. 

 

Chromatin remodeling: Nucleosomes are multi-component macromolecular 

assemblies, functioning as the basic units of chromatin compaction in eukaryotic cells. 

They play a key role in regulation of basic biological processes, such as DNA 

transcription, repair and replication. They affect the accessibility of DNA through 

conformational dynamics like the transient unwrapping of DNA from the nucleosome, 

nucleosome repositioning, or partial dissociation of the DNA-nucleosome assembly. 

SMFD techniques have significantly helped to investigate such conformational 

dynamics, revealing a very dynamic organization of the nucleosome, modulated by 

post-translational modifications of the histone proteins (such as H3 K56 acetylation) 

and DNA sequence [47]. 

One such modification is lysine acetylation of histones. Neumann et al. 

reported that acetylation of H3 K56 does not directly affect the compaction of 

chromatin and has only modest effects on remodeling by SWI/SNF and RSC. Besides 

this, their spFRET experiments revealed that H3 K56 acetylation induces a seven fold 

increase in transient and spontaneous unwrapping and rewrapping of outer stretches of 

wrapped DNA from the nucleosome (DNA breathing) [77]. 

DNA breathing is suspected to be the main process governing access of 

proteins to nucleosomal DNA target sites. Recently, Tims et al. employed stopped-flow 

spFRET coupled with FCS [48] to measure the rates of unwrapping and rewrapping. 

They presented that the spontaneous DNA unwrapping rate decreases dramatically 

with location of the protein target site inside the nucleosome. In contrast, the 

rewrapping rate was found to decrease only slightly. These observations clarified the 
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well-known, strong position dependence of the accessibility of nucleosomal DNA [79]. 

A different mechanism revealing DNA from the wrapped state is nucleosome 

disassembly. Recently, Bohm at al. published an spFRET & FCS study presenting a 

new intermediate state before H2A-H2B dimer release. Their results suggest that the 

first step in nucleosome disassembly is the opening of the (H3-H4)2 tetramer/(H2A-

H2B) dimer interface, the second step is then H2A-H2B dimer release from the DNA 

and the last step involves (H3-H4)2 tetramer removal. Nucleosome assembly follows 

the reverse pathway with the same intermediates [80]. 

Nucleosome assembly is also remodeled by ATP-driven machines. Chromatin 

assembly and remodeling factor (ACF) is a molecular motor, which generates regularly 

spaced nucleosomes. Blosser et al. utilized spFRET and fluorescence localization to 

investigate its mechanism. In the presence of ACF and ATP, the nucleosomes were 

translocated along DNA. This movement had two different kinetic pauses, after three 

or seven DNA base pairs of translocation. The binding of ACF, DNA translocation and 

exiting of translocation pauses were all proved to be ATP-dependent [81]. We studied 

CHD4, an ATP-driven chromatin remodeler with a different mechanism of action than 

ACF, for details see section 2.3. 

 

1.4.2.2. Single-molecule enzymology 
SMFD techniques brought several novel insights into the enzymatic function 

and kinetics of several proteins and RNAs, which were previously hidden in 

conventional ensemble measurements [49][50]. The most startling discovery in this 

field is an environment-independent diversity in the reaction activities for different 

individual enzyme molecules. This was first explained by diverse conformations of 

enzyme molecules; where two different conformational sub-states were ascribed 

different catalytic activities.  

Lu et al. published a breakthrough work investigating the enzymatic activity of 

individual cholesterol oxidases that catalyse the oxidation of cholesterol by oxygen. 

They utilized fluorescence polarization, FCS and imaging of individual molecules of 

fluorescent cofactor, flavin adenine dinucleotide (FAD) [51]. Fluorescent FAD 

oxidizes cholesterol during the catalytic cycle and turns to a dark reduced form, 

FADH2, which is then oxidized back to FAD by molecular oxygen. The authors 

monitored this cycling between bright and dark states to detect individual turnovers in 

real time. They analyzed fluorescence time trajectories resulting in an interesting 

observation that the enzymatic activity of individual molecules fluctuated over time. 

The analysis showed that enzyme turnover waiting times often depended on the 

previous ones (termed molecular memory effect). This was explained by slow 

conformational dynamics of the enzyme. There are also other enzymes which exhibit 

memory effects, validating the enzyme conformational fluctuations as a major reason 

of the variations in enzymatic activity [52][49][50].  

In the year 2000, Polakowski et al. proposed that post-translational 

modifications may play an important role in the detected variations [53]. Nonetheless, 

the question whether the wide distribution of kinetic rates is determined by the inherent 

structural properties of enzyme proteins or whether biological systems play an active 

role and govern these rates via structural and environmental modifications remains 

open. 
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Recently, the group of Peter Lu analyzed fluctuations in T4 lysozyme 

nonequilibrium conformational kinetics (measured via spFRET) and found a 

significant bunching effect [54][55]. The authors explain the bunching effect as a 

convoluted outcome of multiple consecutive Poisson rate processes that are defined by 

protein functional motions under substrate−enzyme interactions.  

The same group analyzed spFRET time trajectories of the enzyme 6-

hydroxymethyl-7,8-dihydropterin pyrophosphokinase in a catalytic reaction. Their data 

exhibited intermittent coherence, suggesting that the catalytic reaction involves a 

multistep conformational motion along the coordinates of substrate–enzyme complex 

formation and product releasing. Analyzed coherence frequency determined that the 

correlation function analysis from spFRET time-trajectories increased with the 

increasing concentration of substrate. The authors suggested that intermittent 

coherence in conformational state changes (at the enzymatic reaction site) exists also 

in other conformation regulated enzymatic reactions [89]. For both described 

phenomena, the authors suggest strong consequences associated with biological 

oscillations, temporal and spatial functionality. 

 

1.4.2.3. Molecular motors 
Another rich area of SMFD-based exploration has been that of molecular 

motors. Molecular motors are biological molecular machines that perform a variety of 

key functions in the cell, including transport, synthesis and assembly. With respect to 

energetic efficiency, the majority of molecular motors are superior to recent man-made 

motors.  

 Molecular machines are usually enzymes, which are able to convert energy 

taken from a thermodynamically spontaneous chemical reaction (typically nucleotide 

hydrolysis) to a motion or a mechanical work, such as generation of torque or 

displacement. Due to their tiny size, many parts of these molecular machines operate at 

energies only slightly higher than the energy of their thermal bath. Therefore the 

operation of such parts is subjected to large fluctuations. These fluctuations were 

approved by single-molecule analyses [90]. Behaving as genuine thermodynamically 

open systems, molecular machines exchange energy and matter with their thermal 

baths and utilize the fluctuations to operate as energy rectifiers. This is exactly as the 

‗honest‘ Maxwell Demon that sits astride the line that separates stochastic from 

deterministic phenomena [91]. Molecular motors are often divided into functional 

groups such as rotary motors, nucleic acid motors, cytoskeletal motors and 

polymerization motors [56]. Molecular motors are investigated mostly via fluorescence 

polarization detection, FRET and super-resolution imaging techniques. Examples of 

SMFD studies on motor proteins are overviewed below.  

 

Rotary motors: Nowadays, five natural rotary molecular motors are known, namely 

two molecular machines in each of ATP-synthase and V-ATPase and the bacterial 

flagellar motor. Rotation of the flagellar motor facilitates a helical propeller that drives 

the cell motility. The further rotary motors couple proton (or sodium cation) gradients 

to synthesize or hydrolyze ATP. The rotation within molecular complexes is here only 

part of the coupling mechanism, not the main function of the machines. The rotation 

mechanism of the F1 complex within ATP-synthase and the flagellar motor was 
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investigated under a wide range of environmental conditions [57]. 

Single-molecule investigation of F1-ATPase started very recently, in 1997, 

when Noji and colleagues reported the first observation of its rotary motion in action 

[58]. However it was not strictly speaking a single-molecule experiment since they 

monitored rotation of an intensively labeled actin filament attached to the rotor unit. 

Using video microscopy of the rotating filament, the authors estimated almost ideal 

(approaching 100%) efficiency for this rotation molecular motor. Later, several SMFD 

experiments confirmed rotary motion of F1-ATPase e.g. the first real single-molecule 

experiment, polarization–based study made by Adachi [95].  

The first experiments were performed on motors immobilized to a glass cover 

slip. Later, Kaim et al. using fluorescence polarization [96] and Zimmermann et al. 

employing spFRET [97] transferred the studies into a biologically relevant 

environment and investigated the activity of F0F1-ATP synthase incorporated in 

membrane. 

Although many structural details were known from crystallographical studies, 

the complete mechanism of the motor motion still remains unclear. In 2009, Düser et 

al. investigated stepwise c-ring rotation relative to the stator A subunits in E. coli 

FOF1–ATPase during ATP synthesis [59]. Employing spFRET techniques, they 

estimated the rotation angle step of the c-ring as approximately 36°. This angle 

corresponds to the suggested ten subunits of the c-ring. They also proved that every 

single proton directly drives the rotation of the FO motor.  

A complete mechanistic model can elucidate the unprecedented efficiency of 

molecular motors. Elastic torque transfer between FO and F1 is fundamental for 

enhancement of the kinetic efficiency of the complex. One known elastic domain is on 

the central rotor, between the two units, which are generating and depleting torque. 

Wachter et al. investigated whether the peripheral stalk of stator also serves as an 

elastic buffer. Particularly, they examined the homodimer b2 (the most extended part of 

the stalk) from E. coli F-ATP synthase. By thermal rotary fluctuation analysis of two 

Q-dots attached to the stator, the authors determined the spring constant of the stator in 

response to bending and twisting. In wild type and also in all examined mutants the 

stator was at least 10 fold stiffer than the rotor and the molecular motor kept its proton-

coupled activity [99]. 

 

Nucleic acid motors  

Nucleic acids are similar to molecular railways on which molecular motors move as 

vehicles. They have a well-defined polarity with distinct chemistry, which attracts 

specific motor proteins to board and travel. Nucleic acid motors are often directional 

with variable speed and step size. Their processivity is defined by how long the motors 

stay on the rails before trailing off to an exit. The motion of nucleic acid motors is 

driven by ATP hydrolysis, which alternates their conformation, thus converting 

chemical energy into mechanical movement in a stepwise manner. Nucleic acid 

molecular motors include the genome processing motors, such as ribosomes, helicases, 

reverse transcriptases and polymerases which participate in natural gene transfer. A 

second group of motors involves viral packaging motors and other enzymes that 

process nucleic acids in a non-genomic manner.  Motion of these motors cannot be 

effectively synchronized and detected using ensemble methods. Therefore SMFD 
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methods were often called to elucidate the mechanistic action underlying their function 

[60]. 

 

Bacteriophage DNA-packaging motor: During the replication cycle viruses compact 

their DNA in preparation for infection of host cells. The majority of bacteriophages 

can package their genomes extremely tightly. Packaging molecular motors must 

therefore overcome large forces to compress the whole viral genome into a small 

capsid. Despite the fact that SMFD methods alone do not allow force detection, they 

have a great potential to follow the kinetics and functional details of this mechanistic 

issue.  

In a set of exemplary single-molecule experiments [101] Hugel et al. combined 

polarization-sensitive single-molecule fluorescence imaging and magnetic trapping to 

investigate the DNA packaging into the Bacteriophage ϕ29 capsid. They proved that 

subunits of the packaging motor act in a coordinated and processive manner. They also 

refuted that rotation of the motor connector complex plays a role in DNA packaging, 

even though structural models over the past 30 years coupled DNA movement to 

rotation of the connector relative to the capsid. 

Sabanayagam et al. employed FCS to investigate the ATP-dependent kinetics 

of DNA packaging into the bacteriophage T4. Their results suggest that several 100 bp 

long DNA molecules can be sequentially translocated into a single bacteriophage 

prohead. Concurrently, FRET between GFP labeled prohead and the small organic dye 

Texas Red attached to DNA was utilized to verify ATP-dependent DNA packaging 

[61]. 

Recently, Ray et al. utilized coupled FCS and spFRET analysis to colocalize 

the ends of DNA molecules within the T4 phage capsid. Uniform FRET efficiencies 

between DNA ends in procapsids suggested that packaging motors translocate a DNA 

loop rather than a DNA end [103]. 

 

Helicases: Motor proteins referred to as helicases disentangle dsDNA into ssDNA. 

They play a crucial role in many molecular processes, such as DNA repair, 

recombination, replication and replication of viral genomes. A variety of SMFD 

methods has been used to investigate several types of helicases, producing detailed 

mechanistic insights into the function of this group of molecular motors [62]. For 

example, Balci et al. recently investigated the conformational states of E. coli Rep 

helicase undergoing ATP hydrolysis while bound to a partial-duplex DNA via spFRET 

[105]. Another recent SMFD study investigated the kinetics and thermodynamics of 

the initiation of RNA unwinding mediated by the viral RNA helicase NPH II utilizing 

Total Internal Reflection Fluorescence (TIRF) spFRET [63]. 

 

Polymerases: RNA polymerase (RNAP) translocates along the DNA template and 

transcribes it into messenger RNA, thus it initiates the gene expression process. During 

initiation of transcription, RNAP undergoes a process referred to as ―abortive 

initiation‖. This process involves the synthesis of short RNA molecules, their 

subsequent release and the return of the RNAP to the initial promoter site [107][108]. 

A combined study employed spFRET in a confocal regime with magnetic trapping to 

examine initiation of abortive transcription by RNA polymerase [109]. Measured data 
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supported a model where initial transcription occurs via a DNA-scrunching 

mechanism. This theory involves a stressed intermediate as a driving force for 

promoter escape via release of the polymerase and binding factors.  

The reverse transcriptase of the HIV virus (an RNA-dependent DNA 

polymerase) converts viral ssRNA into dsDNA. Liu et al. employed spFRET to 

investigate reverse transcriptase sliding on nucleic acid double strands and shuttling 

between opposite termini of the double strand. When this motor reaches the DNA 3′ 

end it flips into an orientation suitable for polymerization. Anti-HIV drugs affected the 

measured sliding kinetics [110]. 

 

Cytoskeletal motors 
Cells employ molecular motors which translocate along the cytoskeletal network to 

transport various cargos including mRNAs, organelles and protein complexes. The 

cargo is transported along microtubule fibers by kinesins, which are moving towards 

the plus ends of microtubules and dyneins that move towards the minus ends of 

microtubules. Unlike kinesins and dyneins, myosins transport cargos along actin 

filaments [64]. 

 

Kinesins: Kinesin is an ATP-dependent molecular motor with two heads that 

transports organelles along the microtubular network in live cells. In very early work 

on this molecular motor, Vale et al. employed a TIRF approach to investigate the 

motility of individual kinesin motors translocating along microtubules without a cargo 

[65]. They found that kinesin is a very processive motor, with only a 1% probability of 

detachment from a microtubule per mechanical cycle. Besides this, they supported the 

model of a hand-over-hand movement mechanism, as they proved that single-headed 

kinesins do not exhibit processive motion. Further SMFD study employed single-

molecule fluorescence polarization anisotropy and found a mobile ADP-bound state of 

kinesin, a key intermediate in the molecular walk [113]. Three years later, Yildiz et al. 

employed high-resolution single particle tracking to investigate the load-free 

translocation of individual kinesin motors with high accuracy [66]. They detected two 

alternating step sizes, and thus strongly supported the hand-over-hand model against 

the inchworm model of translocation movement. These experiments were subsequently 

transferred into a cellular environment. One such experiment detected 8 nm long steps 

of kinesin-mediated movement of peroxisomes labeled with GFP [67]. 

Fluorescence Interference Contrast microscopy (FLIC), a technique developed 

to achieve z-resolution on the nanometer scale [116] was recently used to investigate 

the microtubule rotations during kinesin-1 mediated cargo transportation [68]. To 

investigate the microtubule rotation, Nitzsche et al. sparsely attached individual 

quantum dots to the gliding fibers and monitored their lateral and vertical motion in 3D 

with high accuracy. Their results showed that picking up a large cargo inhibited the 

microtubule rotation, which was otherwise observed. Nevertheless the large cargo did 

not affect the velocity of microtubule gliding.  

 

Myosins: Myosins are involved in muscle contraction and also in a variety of other 

eukaryotic motility processes and cargo transportation.  

Force and motility in the myosin-actin complex is thought to be mainly 
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generated by tilting of the molecular lever arm - the light chain domain of myosin. 

Forkey et al. employed single-molecule fluorescence polarization detection to 

investigate the extent and timing of tilting motions of brain myosin V in 3D with 20 

and 40 ms time resolution. Their data supported the model of lever arm rotation 

(calmodulin-binding domain rotation) in myosin V.  They also supported a 'hand-over-

hand' model of mechanism for the translocation of myosin V motors along actin 

filaments [44]. 

Foldes-Papp et al. recently reported a revolutionary SMFD study of 

intramuscular actin-myosin complex motion during contraction of skeletal muscle 

myofibrils [118]. The authors employed single-molecule fluorescence anisotropy to 

observe the fluctuation in orientation of fluorescently labeled actin within contracted 

muscle fibril. During contraction, the fluctuating polarized photons arrived with 

bimodal normal distribution and the fluorescence anisotropy exhibited a slow decay of 

9 s. Reported slow relaxation dynamics suggests molecular memory. 

 

Dynein: Dynein molecular motors govern the axonemal motion of flagella and cilia 

and processively transport cargo along microtubules towards its minus end (i.e. 

towards the nucleus). 

Reck-Peterson et al. investigated dynein processivity and stepping behavior. 

Here the authors employed an objective-type TIRF microscopy coupled with the 

FIONA method [69] and analyzed data with a step-finding program developed by 

Kerssemakers et al. [120]. The dynein motor walked mostly in 8 nm steps, albeit with 

different step lengths and backward and sideward steps were also detected. Single 

dynein domains exhibited a different stepping pattern, this suggested cooperation of 

two alternating domains which are shuffling between forward and backward positions 

[70]. 

The catalytic head domain of the dynein molecular motor is composed of six 

AAA+ domains arranged in a regular ring. To determine how the two catalytic heads 

interact and move relative to each other, deWitt et al. probed these heads with two 

spectrally resolved quantum dots and concurrently localized both dynein heads during 

processive motion. The authors applied the single-molecule high-resolution 

colocalization technique (SHREC) [122] to achieve 3 nm precise localization. Their 

results suggested that the catalytic heads remained separated, and that their stepping 

characteristics varied as a function of distance between heads. Additionally they also 

suggested that one active dynein head was sufficient for efficient translocation. 

Moreover an active dynein head was able to pull its inactive partner forward. Hence 

the authors conclude that the dynein molecular motor does not demand interhead 

coordination and that during its translocation utilizes a mechanism dramatically 

different from the hand-over-hand walk of myosin and kinesin [71]. 

 

1.4.3. SMFD inside living cells 
Current knowledge of structure, dynamics and interactions of biomolecules 

arises largely from in vitro experiments. Generally, experimentalists in the in vitro 

studies try to reconstitute important biological processes using the smallest relevant 

number of purified (and often modified) components. Consequently, in vitro 

experiments often suffer from losing the complex cellular context. This complex 
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environment is formed by a multitude of different ions, metabolites, proteins, nucleic 

acids in addition to compartmentalization and molecular crowding. Thereupon, to 

validate the biological relevance of in vitro detected structures, statistical 

heterogeneity, stochasticity and kinetics, it is important to verify results via 

complementary in vivo SMFD experiments. SMFD is arguably the best candidate for 

examining the intracellular events amongst single-molecule techniques.  Unlike other 

single-molecule techniques, such as AFM, electron microscopy or magnetic traps, 

SMFD can be introduced into the cellular interior without significant perturbation. 

Moreover, current development in the burgeoning field of genetically encoded 

fluorescent proteins allows studying of complicated biological processes (such as 

transcription) without the need of external labeling.  

Many questions can be addressed using in vivo SMFD, [72] such as: what is 

the intracellular structure of biomolecules? What are the kinetics and rate-limiting 

steps of biomolecular processes? How are rate limiting steps influenced by DNA 

sequence and environmental factors? Are there statistical distributions of biomolecular 

behavior in cells - sub-cellular stochasticity? How important is stochasticity for 

components with low abundance, such as genomic DNA or low-copy number RNAs 

and proteins? Comprehensive information about in vivo SMFD can be found in these 

publications [125-127][128]. We employed spFRET as an intracellular reporter on 

DNA structure in a proof of concept study (see section 2.5). Further representative 

publications addressing above mentioned questions are sorted and overviewed below 

in this subchapter.  

 

Membrane Proteins: The experiments within cell membranes are simplified into a 2D 

plane and thus are ideal for total internal reflection excitation [73]. This approach 

greatly improves the signal-to-background ratio. Two main phenomena, which were 

investigated via SMFD in plasmatic membrane, were lateral diffusion and 

stoichiometry. For example, Iino and colleagues [74] labeled a transmembrane protein, 

E-cadherin, with GFP and analyzed diffusing protein clusters, they detected the cluster 

diffusion coefficient and determined the cluster stoichiometry. Ulbrich et al. used the 

same approach to resolve the composition of NMDA receptors composed of NR1 and 

NR3 subunits tagged with GFP [75]. Later, Wieser et al. published a comprehensive 

review on the tracking of single molecules in the live cell plasma membrane [76]. 

Halemani et al. employed the high resolution technique, Stimulated Emission 

Depletion microscopy (STED) and comparative Fluorescence Recovery After 

Photobleaching (FRAP) to study structure and dynamics of the SNARE complex 

forming clusters in plasma membrane of PC12 cells [133]. 

 

Cytoplasmic Proteins: Cytoplasmatic protein translation occurs in the 3D volume, 

therefore it is much more difficult to probe compared to a 2D membrane system. This 

difficulty can be circumvented by a clever simplification, as Yu et al. did. They 

examined the gene expression rate of the membrane protein Tsr (tagged with fast 

maturing yellow fluorescent protein Venus), revealing that it appears in bursts with 

Poissonian distribution, i.e. more than one protein was translated from one mRNA 

[134]. The protein was produced in cytoplasm. Nevertheless after few minutes, it was 

transferred and incorporated into membrane, making it immobile and thus easily 
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detectable.  

Molecules might also become immobile after binding to chromatin. Recently, 

Vukojevic et al. studied binding of synthetic Sex combs reduced (Scr) peptides to 

DNA using FCS and fluorescence imaging. They detected the kinetics of Scr-DNA 

interactions in live salivary gland cells, suggesting that the Scr find their specific target 

sites by multiple association/dissociation events [135]. 

However, the majority of proteins are not, anytime within their lifespan, tagged 

to a cytoplasmatic membrane or chromatin. Many groups have recently attempted to 

resolve the technically difficult task of tracking molecules in the 3D volume. For 

example, Sun et al. developed a method named Parallax to study the 3D trafficking of 

glucose-transporter 4 containing vesicles in living adipocytes [77]. One year later, Lew 

and colleagues characterized the localization precision of a novel method for 3D super-

resolution imaging. This method involves examination of a double-helix point spread 

function [137]. Subsequently, they verified the applicability of the method in biological 

systems by tracking the movement of quantum dots in the cytoplasm of live COLO205 

cells.  

 

Molecular transport: Transport between the nucleus and cytoplasm passes through 

nuclear pores, with a depth of approximately 120 nm [78]. Thus, the transport happens 

over distances smaller than the conventional optical resolution. Grunwald et al. 

recently developed a fluorescence-based method to monitor the bidirectional transport. 

Applying this method the authors achieved 20-ms temporal and 26-nm spatial 

precision, enabling the capture these highly transient interactions in live cells. The 

authors then detected the kinetics of mRNA transport in mammalian cells and 

presented a three-step model consisting of docking (80 ms), transport (5–20 ms) and 

release (80 ms) [79]. 

Recently, Schuster et al. employed single particle tracking to investigate the 

ATP-driven bidirectional transport of early endosomes along microtubules in live 

fungal (Ustilago maydis) cells. They fused the endogenous dynein heavy chain, 

kinesin-3 and small endosomal GTPase Rab5a with fluorescent proteins and monitored 

both motor proteins carrying their cargo in this fungal cells. Analysis of tracking 

revealed that binding of retrograde moving dynein to anterograde moving endosomes 

alternates the transport direction and when dynein releases the early endosome, the 

organelles switch back to anterograde kinesin-3-based motion. Using quantitative 

photobleaching the authors proved that one dynein motor and four to five kinesin-3 

motors bind to an early endosome [140]. 

 

RNA transcript: Bertrand and colleagues were pathfinders in the detection of RNA 

molecules in live cells [80]. RNA cannot yet be easily modified with endogenous 

fluorescent probes (such as GFP), therefore their fluorescent labeling must be 

circumvented. Bertrand et al. first came with the idea to utilize the bacteriophage MS2 

protein‘s high specificity and affinity to a small RNA hairpin. MS2 proteins, fused with 

GFP, can be expressed in the presence of an RNA transcript with small MS2-binding 

hairpin repeats added. Thus, the immediate and strong binding of the hairpin and 

fluorescent construct allows localization and tracking of the RNA transcript and 

dynamics in the eukaryotic cell in real time.  
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Yunger et al. coupled the MS2-GFP system, FRAP and single particle tracking 

to monitor mRNA transcriptional kinetics of single-gene integrations in real time with 

200 ms resolution [81]. One year later, Nevo-Dinur et al. utilized the MS2-GFP system 

to investigate the localization of mRNA in E. coli. They suggested that mRNAs are 

targeted to the future destination of their encoded proteins (cytoplasm, poles or inner 

membrane) in a translation-independent manner [82].This means that mRNAs can 

travel to a location where their encoded proteins are needed. As an example, they 

proved that cis-acting sequences of the membrane proteins are an indispensable and 

sufficient factor for mRNA membrane localization. Further, Treutlein et al. also 

utilized the MS2-GFP system and directly monitored the dynamics of mRNA 

transcription initiation, elongation and termination from an endogenous gene in live 

yeast cell [83]. 

 

Virus tracking: Viruses were tracked as single particles in multitude of live cells [84]. 

Recently, Van der Schaar et al. tracked single Dengue viruses (DENV) in live HeLa 

cells. They examined the cell entry pathway, endocytic trafficking, and fusion of 

DENV and proved e.g. that DENV enters cells solely via clathrin-mediated 

endocytosis. They also located the fusion of the viral and endosomal membrane to late 

endosomal compartments [146]. 

 

1.5.  Principles of SMFD 
 Main task of SMFD in biology is to optically isolate and then examine 

individual molecules. These two conditions are accomplished by two ostensibly simple 

steps. The first step is to assure maximally one molecule can fluoresce in the probed 

volume at a time. The second condition can be fulfilled by providing sufficient signal-

to-noise ratio (SNR) and signal-to-background ratio (SBR) for the single-molecule 

fluorescence signal in a reasonable averaging time.  

To assure that only one molecule is excited and subsequently emit fluorescence 

at a time, SMFD usually combines use of an ultralow concentration of probed 

molecules in ultraclean solvents in minimized probing volume. The minimization of 

probing volume is usually achieved by the confocal principle, by the total internal 

reflection phenomenon or using the zero-mode waveguide (ZMW) approach (see 

below). The concentration required depends upon the volume probed by the pumping 

light to achieve the single-molecule limit. A scheme describing the photoselection 

process is shown in Figure 3. 

Required SNR and SBR can be achieved by maximizing the fluorescence 

signal while minimizing background sources and the relative size of laser shot noise 

[85]. To maximize the fluorescence signal, a combination of several photophysical 

probe properties are needed. It is highly advantageous to have large absorption cross 

section, high photostability, high quantum yield, weak bottlenecks into dark states (as 

triplet states or cis-trans state switching), and excitation power below saturation level 

of the molecular absorption. Individual molecules can be investigated either freely 

diffusing or immobilized to a surface or cellular component.  
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Detection of freely diffusing molecules: Detection of freely diffusing molecules is 

arguably the best SMFD approach for fast monitoring of statistical distributions of the 

properties of individual biomolecules [148], as it probes large sets of molecules in a 

short time. Nonetheless, in this type of experiment long-range dynamics of one 

molecule cannot be directly followed. Generally, experiments on freely diffusing 

molecules minimize the structural and functional perturbation of host molecules, 

because they do not need any modification of the biomolecule with an anchoring 

system. In this approach, individual molecules are probed whilst freely diffusing 

through a small well defined excitation volume.  

The excitation volume is most often realized via a tightly focused pumping 

beam in a highly diluted sample. A confocal optical set-up is usually employed to limit 

the observation volume in a sample and to define its size and shape. The confocal 

volume is typically on the order of femtoliters. This is attained by adding a ―pinhole‖ 

in the image plane of the optical set-up which then removes out-of-focus photons [86]. 

Thus in roughly picomolar concentration, when an individual molecule of interest 

travels through the observation volume a burst of photons is emitted. This burst is then 

detected with a single-photon counter, such as a single-photon-counting avalanche 

photodiode or a single-photon-counting photomultiplier [87]. A comprehensive 

analysis of the statistics of fluorescence bursts was published by Enderlein et al. [88] 

The disadvantage of this set-up comes with the need for low concentration of labeled 

sample. Using higher concentrations is burdened with a too high background.  

This flaw can be circumvented by the use of ZMW. This approach has a 

promising future, since the majority of biological systems associated with enzymatic 

catalysis or molecular binding require very high concentrations of active molecules, 

usually between micro- and millimolar concentration [89]. Thus, to perform single-

molecule experiments under physiological conditions the observation volume must be 

decreased by 3–6 orders of magnitude compared with a diffraction limited set-up. 

ZMWs provide this reduction, as they consist of sub-wavelength holes with typical 

diameters in the 30–300 nm range, manufactured in a thin metallic coating on a glass 

substrate (Figure 3). ZMWs make use of the evanescent field generated at the 

aperture‘s entrance. The tiny cross-section of the aperture and even smaller depth of 

the evanescent field ensure that the observation volume is in atto- to zeptoliters. The 

presence of thousands of apertures on a single substrate enables parallel use of multiple 

ZMWs during a SMFD experiment and thus parallel detection of individual molecules 

[153]. This and the open configuration, allowing  for an exchange of buffer, make the 

ZMW a suitable method for high throughput measurements, such as single-molecule 

real-time DNA sequencing [90]. 
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Figure 3: Scheme of photoselection process. 

(A) Energy level scheme of fluorescence. S0 depicts ground singlet level; S1 depicts first excited 
level and T1 is the lowest triplet level. For each of the three electron levels, several vibrational 

levels are shown. Pump light at energy hν excites the electron at ground level to the first 

excited level via dipole-allowed singlet–singlet transition. The forbidden intersystem crossing 
rate is depicted as kISC, and the triplet decay rate as kT. Fluorescence emission is shown as 
dotted lines. Adopted from Moerner et al. [85]. (B) Implementation of zero-mode waveguides. A 

laser generates an evanescent field at the aperture‘s entrance and defines the atto- to 
zeptoliters observation volume. Only fluorophores diffusing into the evanescent field emit 
fluorescence, as indicated by the bright green color. Adopted from Moran-Mirabal et al. [153]. 

(C) Confocal observation volume. The light beam is focused in a small volume of the specimen. 
When a fluorophor enters this volume it can be excited and emit fluorescence (bright green 
circle). (D) TIRF illumination scheme. The excitation light beam comes at incidence angle (θ), 

which is bigger than the critical angle (θc), given by Snell‘s law. All angles are measured from 
the normal. The excitation beam is reflected off the interface between the coverslip and sample, 
generating an evanescent field in the sample side. Only fluorophores in the small volume 

defined by the evanescent field are excited and emit fluorescence (depicted as bright green 
circles). The refractive index at the sample side (n1) must be smaller than the refractive index of 
the coverslip (n2) to achieve total internal reflection. Adopted from Mattheyses et al. [155]. 

 

Detection of immobilized molecules: Many of the important biological reactions 

occur in the time range from milliseconds to seconds. Immobilization of biomolecules 

or molecular complexes allows acquisition of long signal time traces, providing a 

record of several repetitions of the probed reaction with precious information about its 

kinetics and dwell times. The most common immobilization techniques are described 

in section 1.7.3. 
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There are two basic approaches used to study individual tethered biomolecules, 

confocal scanning microscopy and TIRF microscopy (see Figure 3(C) and (D)). 

Confocal scanning microscopy is a variant of confocal microscopy where molecules 

are immobilized and the surface is scanned to monitor fluorescent biomolecules [87]. 

In TIRF microscopy [91] an excitation light beam is totally reflected at the 

interface between the material of the optical element and the water buffer, 

subsequently a very thin evanescent field is induced in the buffer. The evanescent field 

is usually formed using one of two optical elements, a TIRF prism [92] or a 

microscope objective (with numerical aperture of 1.45 and higher) [93]. The 

evanescent field in TIRF microscopy pumps fluorescent probes either at the interface 

or within ~100 nm of the glass surface. The intensity of the evanescent field (I) at any 

distance from cover slip (z) is described by: 

 zd
eIzI


 0)(
 (Eq.1) 

Here I0 is the intensity of the evanescent field at the surface (z=0). I0 is related to the 

intensity of the incident beam by a complex function of its incident angle and 

polarization. The depth of the evanescent field (d) refers to the distance from the 

interface at which the excitation intensity decays to 37% of I0 and depends on the 

wavelength of excitation light, excitation light beam incidence angle and refractive 

indices of the cover slip and sample [94][155]. 

 There are two main benefits of TIRF illumination over confocal. Firstly, TIRF 

is better if the system under investigation involves the interaction between 

immobilized molecules and a high concentration of freely diffusing fluorescent 

molecules. In this situation a confocal set-up would introduce a large background 

signal whereas the same experiment illuminated by TIRF is almost background free 

[160]. A second advantage of TIRF microscopy is the possibility to excite fluorescent 

probes in a large area on the surface at once. The fluorescence from all these molecules 

can be detected on a CCD camera, and thus a large number of time-trajectories can be 

quickly obtained in parallel. However, the time resolution of a CCD camera is 

significantly lower than that of avalanche photodiodes or photomultipliers. This limits 

the experiment to events slower than milliseconds. 

 

1.6.  SMFD techniques 
Ever since their introduction, SMFD techniques have evolved and branched out to 

address various biological questions, which are otherwise inaccessible using ensemble 

methods. The current most common SMFD methods have the capability of probing 

dynamic biomolecular interactions via spFRET and fluorescence lifetime; tracking 

single objects over micrometer distances with nanometer resolution; and monitoring 

the translational and rotational motion of several systems via FCS [161]. The basic 

features of the most common SMFD techniques are listed in the following subchapters. 

1.6.1. Fluorescence lifetime 

The fluorescence lifetime refers to an average period of time the fluorescent 

probe stays in its excited state before emitting a photon, i.e. undergoes relaxation to the 

singlet ground state (Figure 1(a)). Recently the most common lifetime measurement 

techniques have involved repetitive pumping of the probed molecule with short pulses 
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from a light source such as a pulsed laser diode or a mode-locked laser. After each 

excitation pulse, at most one photon can be emitted from a single molecule. Photon 

arrival times are then detected on the single-photon counters and statistically processed 

to give time histograms. These histograms show fluorescence intensity decay, which 

can be mathematically represented as a sum of exponentials: 
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In the above, F(t) is fluorescence intensity at time t, τi is the lifetime of component i 

and ai its intensity contribution to the fluorescence decay. The measured fluorescence 

intensity decay data is given by the convolution of the instrument response function 

IRF(t) with the excitation light pulse. Thus the total intensity measured I(t) is: 
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The fitting of (Eq.2 convoluted to an instrument response function to experimental data 

is usually done by iterative convolution. A guess of the coefficients ai and τi, is used to 

compute F(t), which is convoluted with the experimentally determined instrument 

response function IRF(t) to obtain Imodel. Minimization of the difference between the 

Imodel and the I(t), allows to find the most probable lifetimes. [95] An alternative 

imaging based technique for lifetime detection is called fluorescence-lifetime imaging 

microscopy (FLIM) [163]. 

An important advantage of the fluorescence lifetime lies in its independence 

from the initial fluorescence intensity. Thus, compared with purely intensity based 

techniques it has better tolerance to signal noise. Therefore fluorescence lifetimes have 

often been employed for robust detection of FRET [96] and fluorescence anisotropy 

[97][166]. Moreover, detection of lifetime shortening was also employed in exploring 

tRNA dynamics, [98] DNA structural fluctuations, [99] and electron transfer at 

interfaces [100]. 

 

1.6.2. Fluorescence Correlation Spectroscopy 
FCS monitors the spontaneous fluctuations of a system as detected by 

fluctuations in fluorescence intensity in a microscopic detection volume (see Figure 

4(b)). FCS enables the study of several biophysical phenomena. The broadest 

applicability in biology has been found in the detection of translational diffusion 

motion. However other phenomena, such as fluorescence blinking, rotational 

orientation motion and photon antibunching might also be utilized in biomolecular 

research (see below). 
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Figure 4: Fluorescence fluctuation spectroscopy 

(A) Fluorescent molecules (black filled circles) diffuse through the focus (yellow) of a laser 

beam (green) where they are excited (red filled circles). Diffusion of molecules across the focal 

volume causes fluctuations in the measured fluorescence intensity signal, additional 
fluctuations in the same time scale might arise from molecule conformational kinetics. (B) A 

representative time trace of the detected fluorescence intensity fluctuation. (C) The 
fluorescence intensity time trace is binned into discrete time bins (Δt). The autocorrelation 
function (ACF) is computed from the signal fluctuation about its mean intensity <I> at time (t), 

compared with that at a time delay τ later (t + τ) (D) The ACF as a function of the logarithm of 
the lag (delay) time τ. Adopted from Chen et al. [101]. 

 
In FCS, the probing volume is most often realized via a confocal set-up. 

Molecules of interest diffuse across the probing volume and undergo excitation-

emission turnovers. The temporal measure of fluorescence intensity fluctuations in 

confocal volume is examined by signal autocorrelation (see Eq. 4 and Figure 4(d)). 
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(Eq.4) 

 

The similarity of the fluorescence intensity fluctuations δI(t), given by δI(t) = I(t) - 

<I(t)>, at time t and by δI(t + τ) at a time delay τ later is analyzed and normalized by 

the mean time averaged fluorescence intensity <I(t)> (Figure 4(c)). If the system is at 

equilibrium, the result of an autocorrelation analysis - autocorrelation function G(τ) 
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(ACF) depends only on the time lag τ. Otherwise, for systems evolving in time we can 

easily collect a set of ACFs during the system progression and analyze the kinetics of 

its evolution. We utilized this approach, coupled with singular value decomposition 

and regularized distribution fitting to monitor the assembly of MS2 bacteriophage 

capsid. FCS revealed a gradual decrease in concentration of initial assembly 

components (capsid protein dimers and trRNA), a simultaneous increase in 

concentration of fully assembled capsids and a change in loading of assembly 

intermediates, for details see section 2.4. 

 

 

Figure 5: Scheme of complete autocorrelation curve. 

Red region covers translational diffusion, green region shows triplet-state transitions (shown in 
Box 1), yellow region indicates rotational diffusion (shown in Box 2), yellow region covers 
fluorescence anti-bunching phenomenon (shown in Box 3). Adopted from Fitzpatrick et al. 

[171]. 

 

Information about involved phenomena can be extracted by fitting analytic 

models to the measured ACF in different time regions. An entire autocorrelation curve 

usually covers a nanosecond to second time scale. Fortunately, all basic phenomena 

extractable from ACF have well defined time regions (Figure 5), these are listed below. 

 

Translational diffusion: Monitoring of translational motion and motion-derived 

parameters of biomolecules is the most common biological utilization of FCS. Due to 

its fine spatial resolution it is applicable to follow motion in live cells. Different types 

of motion and transportation were monitored using FCS, e.g. free diffusion [102], 

active transport [173], anomalous subdiffusion in crowded cellular cytoplasm [103] 

and systematic movements of glycoproteins in membrane [104]. 

In addition to direct characterization of biomolecular motion, FCS provides an 

estimate of the hydrated size of freely diffusing biomolecules. The Stokes radius (RH) 

is, strictly speaking, the radius of an ideal hard sphere diffusing at identical speed as 

the probed molecules. Because biomolecules are not ideal spheres, the RH is usually 
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smaller than the real hydrated radius of an examined molecule. In solutions with 

substantial friction, the Stokes' radius depends on viscosity and temperature via 

following equation. 
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In the above, η is viscosity, kB is the Boltzmann constant, D is the diffusion coefficient 

and T is the temperature. However, to follow the changes of biomolecule, it is not 

necessary to precisely determine the actual size. For example, Sababayagam et al. 

employed detection of a change in the diffusion coefficient to monitor the ATP 

dependent packaging of labeled DNA oligonucleotides into a bacteriophage T4 

prohead [105]. The diffusion coefficient derived from ACF analysis decreased from the 

original 11.7 μm2 s-1 for the freely diffusing DNA to 0.66 μm2 s-1 after packaging. This 

drop in diffusion velocity was caused by change in the hydrated radius of the labeled 

system and allowed the direct observation of the packaging process.  

Detected diffusion might be also be related to molecular interactions. For 

example, a variant of FCS, namely Total Internal Reflection (TIR)-FCS was used to 

examine the binding of IgG antibody to the Fcg receptor-2 incorporated in a lipid 

bilayer [106]. Lieto et al. quantified bound verses unbound ratios as well as the 

binding constant of the interaction (2.4 - 0.4 mM). Another group employed a different 

variant of FCS, dual-color fluorescence cross-correlation spectroscopy, to monitor the 

binding of different pairs of MAP kinase signaling proteins [178]. Observed cross-

correlation helped the authors to map the dynamic binding interactions of the MAP 

kinase signaling in living yeast cells.  

 

Fluorescence blinking (fast flickering or intermittence) covers a time range of 10-7 - 

10-6 s. Fluorescence blinking is characterized by fast reversible fluctuations in 

fluorescence quantum yield (on and off states). Known mechanisms behind 

fluorescence blinking involve intramolecular electron transfer [107], cis-trans 

photoisomerization of fluorophores e.g. cyanine dyes [108] and light-induced 

protonation of GFP [109] or dynamic spFRET [182]. However, the most common 

mechanism of fast blinking is the intersystem crossing (triplet state formation) which is 

common in most dyes under high intensity of excitation light. The triplet state lifetime 

is usually much longer than the fluorescence lifetime, resulting in off states lasting up 

to microseconds. The intersystem crossing parameters depend not only on the intensity 

of the excitation source, but also on the local environment of the fluorescent probes.  

Environmental influence, such as the presence and concentration of molecular 

oxygen and heavy metal ions, effectively quenches triplet states and alters its kinetics 

[183]. Another interesting feature of blinking is the sensitivity of several fluorophores 

to local pH. These features make fast flickering a useful reporter for an intracellular 

environment. Well known single-molecule spectroscopic pH reporters are fluorescent 

proteins. The most pronounced pH sensitivity of fast flickering was reported in 

enhanced GFP protein (EGFP) and yellow fluorescent protein (YFP). Both these 

proteins exhibit pH-induced spectral shifts in microsecond to milliseconds time scale, 

causing temporary dark states, easily detectable by FCS [109]. Haupts et al. identified 

a reversible protonation of the chromophore of EGFP as a reason for the spectral shift 
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of fluorescence emission [110]. 

Since the protonation kinetics depends only on the local pH, EGFP and YFP 

can be used as sensitive, intrinsically calibrated pH reporters. Fast flickering of EGFP 

can also serve as molecular thermometers because its reversible protonation is strongly 

temperature-dependent at low pH [111]. 

 

Rotational orientation (aka rotational Brownian diffusion) appears typically in the 

time region from 10-8 to 10-7 s. As the fluorescent probe is excited preferentially with 

light of parallel polarization to its absorption dipole moment correctly oriented 

molecules have a larger probability to fluoresce. Emitted fluorescence photons are 

polarized in the direction of the probe‘s emission dipole. Hence, if the molecules rotate 

within the fluorescence lifetime of the probe, the orientation of emitted photons 

depends on the velocity of this rotation. Therefore, fluctuation of the fluorescence 

signal caused by molecular rotation appears only when at least one of the two 

following conditions is fulfilled. Either the molecules of interest are pumped with light 

of linear polarization at low intensity and/or the fluorescence is monitored in a 

polarization-dependent fashion [112]. For example this phenomenon might be used to 

estimate the overall shape of examined molecules and to follow its conformational 

change. However its reliable interpretation might be extremely complicated, depending 

on the type of excitation and detection and the shape of probed molecule [113]. 

 

Photon antibunching covers a range of very short times, approximately from 10-9 to 

10-8 s. As mentioned above, one molecule can only emit at the most one fluorescence 

photon per one short exciting pulse. This phenomenon is called photon antibunching. 

The quantity of fluorophores in the probing volume can thus be determined due to 

proper statistical analysis. A typical application in biology is monitoring of 

biomolecular oligomerization [188]. 

 

1.6.3. Förster Resonance Transfer 

FRET is strictly not a technique but a photophysical phenomenon, which has 

been widely employed to measure distances on a nanometer scale in many applications 

[114]. FRET is a distance-dependent nonradiative energy transfer from an energy 

donor fluorophore to an energy acceptor fluorophore. An energy donor fluorophore, in 

an excited state, may transfer energy to an energy acceptor fluorophore in the ground 

state. (Figure 6(a)) The transfer is limited within an interprobe distance between 2 and 

10 nm via a non-radiative dipole–dipole coupling mechanism. Experimental FRET was 

first reported in the 1920s by Cairo, [115] but it was not fully elucidated up to the 

1940s, when Förster published the first comprehensive theory [116, 117]. A substantial 

increase in interest came at the end of the 20th century with the merger of FRET and 

optical microscopy, facilitating the visualization of the in vivo macromolecular 

interactions. The rate of nonradiative energy transfer kT is given by following equation. 

 6

01










r

R
k

D

T


 

(Eq.6) 

Here τD refers to the donor fluorescence lifetime, R0 is the Förster radius - the distance 
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between energy donor and acceptor, at which the FRET efficiency is 50% (Figure 6(b)) 

- and r is the measured interprobe distance. The efficiency of the FRET (E) is defined 

by the ratio of the energy transferred from donor to acceptor to the sum of energy 

absorbed by the donor. 
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(Eq.7) 

Here kD=1/τD refers to the rate at which donor emits photons and ki refers to the rates 

of all other de-excitation pathways. The most important parameter for accurate 

distance determination in FRET analysis is R0. It depends on several spectral 

parameters of probes used, such as the overlap of normalized emission spectrum of 

donor and the absorption spectrum of acceptor, the mutual orientation of the donor and 

acceptor transient dipole moments and the quantum yield of donor. Also, refractive 

index as an environmental factor affects the distance range of the interaction. A typical 

value of R0 for organic dyes and fluorescent proteins is around 5 nm. A reasonable 

range of detectable distances is usually defined within 0.6–1.6 · R0, (Figure 6(b)) but 

due to experimental limitations such as noise the useful range is usually smaller (e.g. 

4–7 nm). Extensive lists of R0 values for D–A FRET pairs are available [118]. 

An accurate determination of distance is often a complicated and technically 

demanding task, [194] nevertheless the occurrence of FRET always provides proof that 

the donor probe and acceptor probe associate closely. Thus, FRET is without doubt a 

suitable tool for detection of events such as the macromolecular binding, 

conformational change or stepping behavior of molecular motors. 

 

Figure 6: Basic principles of fluorescence resonance energy transfer. 

a) Jablonski diagram of the most common processes in a FRET pair: An excited donor may 

relax to its ground state by fluorescence with a rate kD, or by several other de-excitation 
processes with rates ki. A donor can also non-radiativelly transfer its energy to an acceptor 
with a rate referred as kT. An acceptor can fluoresce that energy with rate kA. b) FRET 

efficiency (E) as a function of r/R0, (normalized interprobe distance). Förster radius R0 is 

defined as the distance where E=0.5. The employable distance region is in the range r/R0≈0.6 
to r/R0≈1.6, corresponding to efficiency E=0.95 and E=0.05 respectively. Inside these borders, 
FRET efficiency has a steep distance dependency and FRET changes can be detected with high 

reliability. Adopted from Grecco et al. [195]. 
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Methods to measure FRET: FRET rate kT, cannot be directly determined at the 

single-molecular level. However, the efficiency can be monitored for example via 

measurement of quantum yield or fluorescence lifetime of participating fluorophores 

[119][120][198][6][121]. 

As implied from (Eq.7), the leaking of energy of excited donor through FRET 

means that the quantum yield and fluorescence lifetime of the donor decreases since a 

substantial amount of energy is transferred non-radiativelly. Within the same process 

the acceptor fluorophore is excited via FRET and subsequently releases part of that 

energy as fluorescence. Hence, FRET can be monitored via decrease in donor emission 

spectrum and subsequent increase in acceptor emission spectrum of individual 

molecules. This might be achieved through direct detection of full emission spectra or 

more simply via detection of fluorescence intensity at chosen wavelengths. The 

simpler variant can be easily detected using a CCD camera with two spectrally 

separated channels which are reflected to different regions of CCD chip [122]. 

The limitation of this technique appears when the relative concentrations of 

donor and acceptor vary. This might be surpassed via careful correction of spectral 

cross-talk [201, 202]. Moreover FRET analysis based on detection of both spectral 

channels frequently suffers from noise in the acceptor sensitized emission. To 

overcome this flaw, it is possible to detect donor fluorescence in presence of acceptor, 

subsequently photobleach the acceptor probe and thus obtain an unquenched reference 

for final analysis [123][124]. 

Since FRET decreases the lifetime of the excited state of the donor and 

modifies the excited state lifetime of the acceptor, fluorescence lifetime is often used 

as a robust, intensity independent FRET reporter. A lifetime approach in the form of 

FLIM has recently seen a steady increase in use, fostered by its reliability and 

quantitative possibilities [125][126]. 

FRET can be also detected by monitoring the depolarization of the energy of 

the acceptor emission via fluorescence anisotropy. This approach is based on the fact 

that the depolarization might occur only within the time window when the energy 

transfer occurs [127]. Polarization anisotropy makes possible monitoring of FRET 

between fluorescent probes of the same type [128]. This allows for example 

monitoring of protein clusters formed by proteins of the same type [209]. 

FRET fluctuation spectroscopy is an excellent tool for detecting FRET kinetics 

[67]. It couples FRET and FCS, utilizing simultaneous analysis of the ACF and 

crosscorrelation function of FRET probe pair within investigated biomolecules. This 

technique provides a robust detection approach, independent of the diffusion 

contributions and without artifacts related to dye photophysics and changes in the 

observation volume between measurements [129]. 
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Figure 7: Approximate time scales of biological phenomena studied via SMFD. 

SMFD techniques are perfectly suited to investigate diverse biophysical phenomena such as 

conformational fluctuation, protein folding, diffusion in the membrane (Mb) in cytoplasm (Cy), 

motions of molecular motors, enzymatic dynamics and protein interactions. The short 
fluorescence lifetimes of common fluorescent probes allows detection of fast fluctuations due to 
its sensitivity to non-radiative de-excitation pathways such as FRET or charge transfer, while 

slower processes can be monitored by imaging, correlation methods and intensity fluctuations. 
Adopted from Michalet et al. [213]. 

 

Model-free data analysis: FRET data usually does not demand any complicated 

model to extract useful information as compared with for example FCS [161]. 

Nevertheless, the FRET time trace consists of fluorescence signal from different FRET 

states as well as from noise of an instrumental, statistical, or spectroscopic nature. 

Thus, complex statistical analysis should be applied to extract reliable information. For 

example Kerssemakers et al. adopted an automated step-finding algorithm to analyze 

the FRET time trace of DNA unwinding by an NS3 helicase [130]. McKinney et al. 

used hidden Markov model analysis to study even more complex behavior, such as 

bidirectional transitions [131]. They used this algorithm to examine binding and 

dissociation of RecA protein monomers on DNA [62]. 
 

1.6.4. Brief list of further SMFD techniques 
Fluorescence lifetime, FRET and FCS are the most common among SMFD 

techniques. However, there are several other useful methods, which are not so 

widespread, mainly because of high technical and interpretation demands or expensive 

instrumentation. This group includes the diverse field of super-resolution light 

microscopy methods, photon-counting histograms, polarization imaging etc. 

 

Super-resolution light microscopy is a variant of light microscopy with enhanced 

spatial resolution. The spatial resolution of conventional light microscopy is defined by 

the diffraction of light as stated by Ernst Abbe in 1873 [132]. In general, the full width 

at half-maximum of detected point spread function is used as an approximation of the 

spatial resolution. In another, in terms of SMFD a more suitable definition, resolution 

is stated as the shortest distance between two points (individual molecules) on a 



31 

specimen that can still be distinguished by the detection system as separate entities. 

High numerical aperture microscope objectives in a wide-field optical microscope 

configuration usually provide the resolution of approximately 250 nm. Super-

resolution techniques offer substantially higher resolution than that, defined by a 

diffraction limit, i.e. they localize individual molecules with much higher precision.  

There are two main groups of super-resolution light microscopy methods. The 

first group contains deterministic techniques; these are usually expensive and 

technically demanding, therefore used only by a limited number of experimentalists. 

Several of these techniques are based on the nonlinear response of fluorophores to 

excitation, e.g. stimulated emission depletion [133] and ground state depletion 

microscopy [134]. 

The second group covers stochastic techniques. Reversible fluctuation between 

dark and bright states is an inherent property of individual fluorophores. Moreover, it 

can be chemically and optically enhanced. When the fluorophores at close vicinity 

(below diffraction limit) undergo unsynchronized blinking, they fluoresce at separate 

times, and thus become resolvable in time. Due to the fit of a fluorescence image of 

time-separated individual molecules to 2D Gaussian function; spatial resolution up to 

one nanometer can be achieved. Another, significantly quicker and almost equally 

precise (~5 nm) algorithms are based on algebraic centroid estimations. These 

algorithms are moreover less sensitive to low SNR [135][136]. 

The stochastic methods include super-resolution optical fluctuation imaging 

(SOFI) [219] and purely single-molecule localization methods such as photoactivated 

localization microscopy (PALM) [137], stochastic optical reconstruction microscopy 

(STORM) [138], single-molecule high-resolution imaging with photobleaching 

(SHRIMP) [139] and fluorescence imaging with one nanometer accuracy (FIONA) 

[223]. 
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Figure 8: Comparison of the spatial and temporal resolutions of SMFD techniques. 

Both axis have logarithmic scales. The typical size of a water molecule, protein, molecular 
machine and bacterial cell are shown as the top panel. The horizontal bright side of each oval 
shape, representing one SMFD technique, approximates the z-localization accuracy and the 

dark side approximates the x-y-localization accuracy. For example, WF/CF and TIRF have 
very alike x-y-resolution; however TIRF has a significantly better z-resolution. For FRAP and 

FCS the horizontal scale shows the limiting size of the probed volume. The vertical (time) axis 

refers to the acquisition time of one measurement; the reciprocal value of this time defines the 
maximal sampling rate of detection. Used abbreviations refers to: fluorescence correlation 
spectroscopy (FCS), fluorescence imaging with one nanometer accuracy (FIONA), 

fluorescence recovery after photobleaching (FRAP), Förster resonance energy transfer 
(FRET), interference illumination (II), localization-based (LB); single-molecule high-

resolution co-localization (SHREC), structured illumination (SI), single particle tracking 
(SPT), stimulated emission depletion (STED), total internal reflection fluorescence (TIRF), 

wide-field/confocal (WF/CF). Adopted from Chiu et al. [224]. 

 

Photon Counting Histograms (PCH): PCH captures the statistical distribution of 

fluorescence intensity fluctuations in an observation volume [140][141]. The detected 

statistical distribution can be uniquely described with two parameters for each 

examined species. These parameters are the molecular brightness of the probe and the 

average number of molecules within the probing volume. Due to its sensitivity to the 
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molecular brightness, PCH allows separation of a mixture of fluorescent species into 

initial compounds, based on a different brightness. This ability proved to be useful to 

the study molecular aggregation [142]. Moreover PCH is a complementary technique 

to FCS [143]. 

 

Alternating Laser Excitation (ALEX): Direct excitation of both fluorophores of the 

FRET pair allows the detection of stoichiometry and the dissociation constant with 

high accuracy. Importantly, ALEX also separates a low FRET population from 

incomplete FRET pairs (donor-only molecules) [229]. To study more complex 

systems, Lee introduced in 2007 three-color alternating excitation [230]. The described 

configuration enables precise measurement of FRET between three fluorescent probes, 

providing the possibility of investigating more complex biomolecular assemblies and 

structures than conventional two-color FRET.  

 

Polarization imaging: This method monitors the 3D orientation of the fluorophore via 

analysis of the unique fluorescence patterns of defocused individual molecules upon 

polarized excitation and detection [144]. This technique has much lower temporal 

resolution than non-imaging techniques, nevertheless it requires a simpler 

experimental setup and provides more accurate information on the single-molecular 

orientation than widely used time-resolved fluorescence anisotropy. Typical SMFD set-

up can be easily changed to monitor the ―defocused imaging‖. Toprak et al. employed 

this approach in biology and monitored an emission pattern dependent on the 3D 

orientation of a myosin construct [232].  

 

Multiparameter fluorescence detection: Several SMFD methods can be combined to 

harvest useful information about individual molecules. Widengren et al. took this idea 

to a new level and measured fluorescence anisotropy, fluorescence lifetime, 

fluorescence intensity, excitation spectrum, fluorescence spectrum, fluorescence 

quantum yield at once on individual molecules freely diffusing in solution [233]. 

 

1.7.  Sample treatment 
Individual fluorophores are known for their various inherent sensitivity to the local 

environment, including pH, viscosity and polarity of solvent, vicinity of fluorescence 

quenchers, such as guanine [145] and tryptophan [146]. Hence, the correct choice of 

environmental conditions and fluorescent probe can prevent several interpretation 

artifacts. Sensitive detection of individual molecules demands specific spectroscopic 

parameters of the fluorescent probe. Moreover, the labeling of probed biomolecules 

should not perturb its structure and function, while preserving close and well-defined 

probe attachment.  

Individual molecules also inherently exhibit photobleaching and blinking. 

These phenomena complicate data interpretation, thus it is beneficial to avoid them, 

using anti-photobleaching and anti-blinking cocktails. Moreover, monitoring of single-

molecules over long time ranges often requires non-perturbative immobilization, 

which usually demands passivation of the cover slip surface. All these tasks and issues 

are discussed below in separated subchapters.  
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1.7.1. Labeling 
SMFD of labeled biomolecules is possible only due to thousands to millions of 

light induced excitation – de-excitation cycles between the ground state and the first 

excited electronic state (see Figure 3(a)) [236][147]. Therefore probes used for SMFD 

should have high brightness, large Stokes shift, high photostability, as well as 

additional properties specific to SMFD [42]. Important parameters of fluorescent 

probes and several site-specific labeling strategies are listed below. 

 

Probe parameters 

Singlet-state saturation: One of the most important bottlenecks for repeated 

excitation of a fluorescent probe is the relaxation to the ground state [236]. Hence, 

probes with shorter fluorescence lifetimes (~ 0.5 -5 ns) are preferred. This condition 

has an exception in lifetime-based experiments, which by contrast, demand long 

fluorescence lifetime to increase the observation time window. 

 

Brightness: Brightness is an important parameter describing the rate of photons 

emitted by the fluorescent probe. The parameter is defined as the product of the molar 

absorptivity (εexc) and the fluorescence quantum yield of the probe (QY). Limiting 

parameters for a SMFD probe are: εexc>20 000 cm-1 M-1 and Qy>0.1 [148]. Brightness 

is affected by the local environment, for example proximity of quenching agents and 

buffer pH, viscosity and solvent polarity. 

 

Triplet-state saturation: Singlet-triplet transition (intersystem crossing) usually leads 

to a spin forbidden return to the ground state. This transition results in micro- to 

millisecond dark states. For some probes, effective triplet-state saturation leads to a 

significant decrease in the emission intensity. Such probes then are not suitable for 

SMFD without proper sample treatment. The lifetime of the triplet state can be 

significantly decreased by the ground triplet state of molecular oxygen (3O2) [149]. 

However oxygen often causes photodestruction of the probe, thus samples are usually 

deoxygenated. The dilemma can be solved by a combination of oxygen scavengers and 

triplet-state quenchers, specific for a particular fluorescent probe. 

 

Signal stability and fluorescence intermittency: Fluorescent probes transiently 

interact with their local environment resulting in spectral jumps and/or jumps in 

quantum yield (blinking). Quantum yield can quickly jump to zero, creating several 

dark states. These dark states can last a long time, in order of seconds, resulting in 

fluorescence intermittency that reduces the number of emitted photons and alters time 

trajectories of fluorescence signal. 

 

Resistance to photodestruction: Organic probes incline to irreversible 

photodestruction, mainly due to photo-oxidation or photo-reduction [150]. The 

photosurvival time determines the total number of fluorescence photons and limit the 

time of observation. Common SMFD probes emit 105–106 photons before their 

photodestruction [147]. The quantum yields of photodestruction and photosurvival 

times significantly vary amongst fluorescent probes [151]. Photodestruction is a key 

issue in experiments on immobilized biomolecules that report on long time trajectories 
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of complex reactions. The ideal photosurvival time should allow probing of several 

time scales of reaction completion. The photosurvival time might be extended with 

various anti-photobleaching and triplet quenching cocktails (see section 1.7.2). 

 

Probe hydrophilicity and linker size: Probe attachment via short rigid linkers is 

preferred as it causes smaller perturbations to the structure of probed biomolecules. 

Moreover short rigid linkers produce less fluorophore noise. This noise is generated by 

alternations in the spectral properties of probe caused by random changes in its local 

environment. Shorter linkers provide smaller accessible volume and therefore 

decreases the probability of probe quenching [152]. Water solubility of fluorescent 

probes is also important, hydrophilic probes reduce hydrophobic interactions with 

biomolecules and surfaces, thus reducing quenching and uncertainty in the location of 

the probe. We studied this phenomenon in a comparative study of noncovalent binding 

interactions between a short B-DNA oligonucleotide and terminally attached 

nonfluorescent quencher QSY 21 and Rhodamine 6G, for details see section 2.2. Both 

analyzed dyes show substantial binding with the terminal base pair including several 

binding motifs.  

 

Site-specific labeling  

Site-specific attachment of fluorescent probes to proteins requires precise knowledge 

of the protein structure, strategic choice of conjugation chemistry, careful optimization 

of the labeling reaction and rigorous verification of the efficiency and function of the 

labeled proteins. Labeling of DNA and RNA is usually much easier, and several 

fluorescent probes or reactive groups might be implemented using automated solid-

phase synthesis. Moreover labeled nucleic acids are commonly provided by 

commercial manufacturers.  

 

In vitro labeling of proteins: The high site-specificity of protein labeling is not 

usually required for imaging applications, as far as the probe does not affect the 

function of the biomolecule. Nevertheless, when researchers seek precise orientation or 

distance information, site-specificity becomes an important issue.  

The most common technique is the cysteine-specific reaction with thiol-

reactive reagents. Proteins with exposed cysteine residues are here covalently labeled 

by iodoacetamide or maleimide conjugates of fluorescent probes [153][154]. Cystein is 

the preferred labeling target, since it is rare, and can be easily substituted with another 

amino acid via site-directed mutagenesis [155]. If the protein of interest has no 

surface-exposed cystein residues, a carefully chosen amino acid at the chosen locus 

can be substituted by a cystein [155]. Vice versa, unfitting or redundant cystein can be 

replaced with serine, an amino acid with similar properties [246]. 

To monitor biomolecular orientation using fluorescence polarization 

experiments, the orientation of a transition dipole moment of fluorescent probe can be 

fixed. Proper orientation of the transition dipole moment with respect to the structure 

of host biomolecule can be set by intramolecular cross-linking of two suitably spaced 

cystein residues with a bisfunctional cystein-reactive fluorescent probe [113, 247]. 

In vitro labeling of nucleic acids: Fluorescent labeling of DNA and RNA is usually 

achieved by enzymatic reactions. Organic fluorescent probes are covalently attached to 
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short primers or nucleoside triphosphates and then transferred using PCR amplification 

or using nucleic acid polymerases or terminal polynucleotide transferases 

[156][157][158]. The direct chemical incorporation of probes into DNA or RNA [159] 

is rare. Labeling of primers and/or nucleoside triphosphates is described elsewhere 

[160]. 

 

In vivo labeling of proteins: There exist three main strategies of site-specific labeling 

of proteins in live cells which are suitable for the purposes of SMFD. The first and 

easiest strategy is labeling proteins in vitro, and subsequent incorporation into the live 

cell through a whole battery of incorporation techniques, such as chemo- and electro-

permeabilization, endocytosis and microinjection. This strategy has allowed for 

example FRET monitoring of dimerization of the epidermal growth factor [161] and 

detection of individual β-galactosidase molecules inside the cell nucleus [162]. 

The second strategy involves a high-affinity protein–ligand interaction used for 

in situ attachment of fluorescent probes to specific amino acid sequences or protein 

structures inside live cells. This approach is more complicated than the previous one, 

since the site-specificity of the probe attachment chemistry must be highly selective to 

prevent nonspecific binding to different biomolecules. Moreover the probes with all 

the conjugation chemistry must be nontoxic and permeable through the cell membrane. 

For example this in situ labeling strategy was successfully used for monitoring of 

individual ion channels on the membrane of Jurkat cells [163]. Recently, there have 

been several amino acid motifs and labeling strategies established using an in situ 

approach. One variant of this strategy targets a four cystein α-helical motif 

incorporated to a protein [164]. Typical reagents representing this strategy are 

fluorescein arsenical helix binder (FLASH), and resorufine arsenical helix binder 

(REASH). FLASH and REASH based labeling can be combined with several 

genetically-encoded fluorescent proteins for FRET applications. Nevertheless, this 

strategy is not applicable in some cell lines due to known nonspecific interactions with 

proteins containing cystein rich segments [257]. A similar approach, called epitope 

tagging, utilizes site-specific single-chain antibodies. These antibodies are then co-

expressed with investigated proteins in the cell [165]. The well known hexahistidine 

tag can also be used as a probe targeting sequence, utilizing the high affinity binding of 

this sequence to transition-metal complexes such as (Ni2+-nitrilotriacetic acid)2[166]. 

The third strategy employs genetically encoded fluorescent proteins, such as 

green fluorescent protein (GFP) [167]. Here, the DNA sequence coding for the 

fluorescent probe is inserted immediately alongside to the protein coding sequence 

resulting in expression of a hybrid GFP-fusion protein. Recently, mainly thanks to the 

effort of the Tsien group, there are variants of GFP and other genetically encoded 

fluorescent proteins which cover the whole visible spectrum [168]. Howbeit, 

fluorescent proteins have a few limitations. Their incorporation is limited to the protein 

termini and can cause perturbations due to their large size [164]. Nonetheless, there is a 

plethora of successful observations of single GFP-fusion proteins in living cells [74]. 
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1.7.2. Anti-photobleaching and anti-blinking cocktails 
Monitoring the complex multistep behavior of biomolecules demands a 

prolonged and stable fluorescence signal, ideally on the minute timescale. 

Nevertheless, as discussed above, fluorescent probes show fast photobleaching and/or 

fluctuations in quantum yield. Both these photophysical phenomena obstruct the 

interpretation of fluorescence time traces (such as spFRET time traces) and determine 

the observation time [169][170]. Several photophysical and chemical events have been 

proved to evoke signal instability, including triplet states [171], radical ions [172][173]  

and conformational isomers [267]. 

Molecular oxygen (O2) is a key player in fluorescent probe stability. The 

advantage of triplet oxygen [3O2] molecules in SMFD exists in quenching triplet states 

of the fluorescent probes, which are responsible for blinking. Nevertheless, this 

reaction leads to the formation of highly reactive species such as singlet oxygen, 

hydroxyl radicals and hydrogen peroxides[149][174][175]. These reactive molecules 

can then oxidize exposed chemical groups in fluorescent probes, the amino acids 

cysteine, histidine, tyrosine and tryptophan and also the DNA nulceobase guanosine 

[176][177]. Oxidative damage drops the probe‘s quantum yield to zero and impairs the 

structure and function of biomolecules. In short, aqueous buffer with saturated 

dissolved O2 will result in minimal blinking of fluorescent probes but oxidative 

damage to biomolecules and probes is extensive.  

Recent methods for fluorescence signal stabilization and prolongation typically 

involve deoxygenation, [149] using an enzymatic O2-scavenging system and chemical 

anti-blinking additives. The prevalent system utilizes a combination of glucose oxidase 

and catalase (GODCAT) in a glucose buffer [272][273] as deoxygenation agents. The 

GODCAT system extends the photosurvival to the tens of second. Fluorescence 

blinking is often minimized by addition of a chemical reducing agent - millimolar β-

mercaptoethanol [178][147]. However, there are still several flaws limiting the use of 

this system. Obviously, the enzymatic nature of GODCAT limits its application strictly 

to in vitro experiments. Besides, mismatched GODCAT enzymatic activity produces 

hydrogen peroxide, enhancing the oxidative damage of biomolecules and fluorescent 

probes [179]. The main flaws of β-mercaptoethanol implementation inhere in induced 

long dark states (in order of seconds), or slow blinking [276]. Rasnik et al. described 

fluorescence stabilizing effects of β-mercaptoethanol and characterized its alternative - 

Trolox, a water-soluble analog of vitamin E. Trolox favorably minimizes slow blinking 

and photobleaching, as compared to β-mercaptoethanol [180].  

Several other chemical additives have been employed as molecular oxygen 

scavengers, such as n-propyl gallate [181], p-phenylenediamine [182], or 

protocatechuic acid / protocatechuate-3,4-dioxygenase [276]. Carotenoids have been 

used as an alternative to singlet-oxygen scavengers [86] and ascorbic acid as oxygen-

metabolite scavenger [280]. 
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1.7.3. Immobilization and surface passivation 
Biomolecules are often immobilized to prolong observation times, which are 

than limited only by photosurvival of fluorescent probes [183]. Immobilization 

systems in SMFD experiments employ ―brick lying‖ systems. The most common 

system uses biotinylated bovine serum albumin (BSA) protein bound nonspecifically 

to an aminosilan treated glass surface as the ground layer. The second layer consists of 

multivalent avidin proteins (such as neutravidin) which bind to the ground layer biotin. 

The last layer consists of the biomolecule of interest, modified with a biotin anchor, 

this biotin again binds to the multivalent avidin protein (Figure 9(a)). 

Other brick lying system uses aminosilaned glass surface treated with a 

polyethylene glycol (PEG) coating, carrying Ni2+ or Cu2+ ions chelated to 

iminodiacetic acid groups. These groups efficiently bind to the hexahistidine tag 

(Figure 9(c)). 

Recently, immobilization click chemistry has pervaded [6][183][184]. All brick 

lying systems occasionally perturb the structure and function due to possible direct 

structural interactions between the examined biomolecule and anchoring system. 

Alternatively, biomolecules of interest might be entrapped inside lipid vesicles 

attached to a PEG-functionalized surface [185][284] (Figure 9(d)). This combination 

localizes biomolecules to a sufficiently small volume to avoid signal loss and does not 

require any complicated anchoring system, hence generally does not interfere with 

biomolecules. 

A general issue of biomolecular immobilization is nonspecific interaction with 

the microscope slide, which has substantial negative charge at neutral pH. Situation is 

generally easier for nucleic acids as their negative charge prevents their ―sticking‖ to 

the glass surface [186][286]. Complications come with the studies involving protein 

molecules. Their study is more challenging. Due to partial positive charges, proteins 

can non-specifically interact with the negatively charged glass surface [187]. A 

common solution of this issue, employs passivation of the glass surface by a thin 

neutral layer consisting of, for example, PEG (Figure 9(a) versus (b)) [6][188]. Two of 

the less common immobilization methods, the click chemistry and lipid vesicle 

encapsulation, do not suffer with nonspecific interactions [183][185], hence do not 

require any passivation. 
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Figure 9: Immobilization strategies in SMFD experiments. 

 (a) Biotinylated bovine serum albumin proteins bound nonspecifically to the aminosilanized 

glass surface anchor biotinylated double stranded nucleic acid with the help of neutravidin. (b) 
A mixture of biotin-PEG and PEG is covalently connected to aminosilanized glass surface. 
Biotins on the PEG can bind biomolecules with attached biotin tether with the aid of a 
sandwiched avidin protein. The PEG layer avoids nonspecific binding interactions. (c) PEG-

coated surfaces can be modified to carry Ni
2+

 or Cu
2+

 chelated with iminodiacetic acid groups 
to bind 6 His-tagged biomolecules. (d) An example of immobilization using vesicle 

encapsulation using dimyristoyl phospatidylcholine (DMPC). At room temperature, DMPC 

vesicles are permeable to small molecules (as ATP) and can be used to entrap larger 
biomolecules. Biotinylated lipids allow specific binding of the vesicles to the biotin-avidin-PEG 
aminosilanized surface. Adopted from Roy et al. [6]. 
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1.7.4. Autofluorescence and diffraction issues 
The reduction of noise and background is a key issue of all SMFD techniques 

[2]. The SNR and SBR assign the capability of the optical instrumentation to 

accurately examine individual molecules. High SBR and SNR allow reliable 

determination of fluorescence parameters. The main factors contributing to noise and 

background are fluorescent impurities in buffers, Raman scattering of water, Rayleigh 

scattering and autofluorescence of cellular components. Increases in instrumentation-

related SNR and SBR can be achieved by proper choice of fluorophores, excitation 

source and optics. Rayleigh diffraction in a sample might be minimized by use of 

ultrapure solvents and exceptionally clean, highly polished quartz microscope slides. 

Ultrapure chemicals should be used to rigorously exclude undesirable fluorescent 

impurities. Favorable fluorophores are shifted to the red part of visible spectrum and 

with substantial Stokes shift, as they allow simple discrimination from background 

fluorescence (usually blue-shifted) and from Rayleigh scattering. 

 

Autofluorescence: A variety of molecules in living cells and tissues have their own 

intrinsic fluorescence. Well documented examples of autofluorescence sources are 

nicotinamide adenine dinucleotide (NADH), flavoproteins [289]  and elastin [290]. It 

is also induced by second harmonic generation in collagen structures [189]. Also 

amino acids with aromatic rings produce autofluorescence. The intensity of intrinsic 

fluorescence depends on the excitation wavelength used [190] and also on the 

localization inside living cells. In HeLa cells, the cytoplasm produces double the 

intensity of intrinsic fluorescence than the nucleus with the same excitation [191]. To 

decrease autofluorescence, it is advisable to use cell lines with minimal background 

and to eventually prephotobleach them. The red shifted excitation source and 

fluorophores might also decrease intrinsic fluorescence, as the majority of 

autofluorescent molecular species has absorption spectra in blue spectral region. 
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2. Results 
 

2.1.  Depth of focus extended microscope configuration 
 

Fessl, T., Ben-Yaish, S., Vacha, F., Adamec, F., Zalevsky, Z., (2009). "Depth of focus 

extended microscope configuration for imaging of incorporated groups of molecules, 

DNA constructs and clusters inside bacterial cells." Optics Communications 282 (13): 

2495-2501.  
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Abstract 
Imaging of small objects such as single molecules, DNA clusters and single bacterial 

cells is problematic not only due to the lateral resolution that is obtainable in currently 

existing microscopy but also, and as much fundamentally limiting, due to the lack of 

sufficient axial depth of focus to have the full object focused simultaneously. 

Extension in depth of focus is helpful also for single molecule steady state FRET 

measurements. In this technique it is crucial to obtain data from many well focused 

molecules, which are often located in different axial depths. 

In this paper we present the implementation of an all-optical and a real time 

technique of extension in the depth of focus that may be incorporated in any high NA 

microscope system and to be used for the above mentioned applications. We 

demonstrate experimentally how after the integration of special optical element in high 

NA 100× objective lens of a single molecule imaging microscope system, the depth of 

focus is significantly improved while maintaining the same lateral resolution in 

imaging applications of incorporated groups of molecules, DNA constructs and 

clusters inside bacterial cells. 

 

Keywords 
Fourier transform optics; Optical sensing 

 

1. Introduction 
In recent years the topic of lateral super resolution has become an important direction 

of research while large variety of approaches were developed and deployed in different 

imaging systems [1]. One of the aspects of improving the resolution capabilities of an 

imaging system is related to the axial rather than the lateral dimension. Having the 

object larger than the depth of focus extent provided by the imager, will generate 

lateral blurring and loss of spatial frequencies and features. 

Different approaches were developed during the years to extend the depth of 

focus of imaging systems. Some are a combination of special optical element that 
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codes the aperture plane of the imaging lens and a digital post processing algorithm 

[2], [3], [4] and [5], some are related to aperture apodization by absorptive mask [6], 

[7], [8], [9] and [10] and others include the usage of a diffraction optical phase 

elements such as multi focal lenses or elements with spatially dense distributions [11], 

[12] and [13]. Other interesting approaches included tailoring the modulation transfer 

functions with high focal depth [14] and usage of logarithmic asphere lenses [15]. 

One interesting approach of extended depth of focus (EDOF) was presented in 

Refs. [16] and [17]. There an all-optical way for realization of the extension was 

demonstrated by attaching a phase-affecting element. The attached element is 

constructed from a binary phase pattern with spatially low frequency transitions that 

codes the entrance pupil of the lens. The presented approach had several important 

features: since this optical element contains low spatial frequencies, it is not sensitive 

to chromatic aberrations and dispersion (as other diffractive optical elements do) and it 

has high energetic efficiency not only in the element plane but rather in the object 

plane. In addition its fabrication is simple and cheap and thus its possible integration 

into an objective lens. The optical element has high energetic efficiency of close to 

100% since it is a phase only element and thus it does not cause apodization by 

absorptive mask and in addition the phase element has no spatial high frequencies and 

thus there is no energy loss due to diffraction orders directing energy outside the region 

of interest. 

In this EDOF technology the extension in the depth of focus was obtained by 

interference of the energy sent by the various parts of the lens aperture to the region of 

interest. 

This all-optical technology was demonstrated also for ophthalmic applications 

[18] and proved to show improved performance in extending the depth of focus. 

In this paper we design and realize the concept of Refs. [16], [17] for 

microscopy applications related to imaging of small structures such single molecules 

[19], DNA clusters and biological cells. In those applications the spatial features are 

very small and thus the natural depth of focus of the imaging objective is very short. 

This causes two undesired effects: several objects positioned one near the other cannot 

be focused simultaneously and single object also has blurred lateral regions because its 

3D structure that sometimes extends beyond the depth of focus provided by the 

imaging system. 

Since the proposed all-optical EDOF technology can allow real time extension 

of focus without energetic losses nor damage to the color fidelity we used the proposed 

concept for generating an optical binary phase only element that is added to the 

objective lens of special microscope configuration that is used for imaging applications 

of single molecules and small biological structures. 
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 The novelty and the goals of this paper are as follows: 

 

• To design and to construct an integrated 100× objective lens with high NA (of 

0.95) that provides not only high transversal resolution but also increased depth 

of focus. 

• The optical element that we aim to add to the lens should not increase its 

aberrations (such as chromatic aberrations) to avoid reduction in the transversal 

resolution. 

• To incorporate this new lens into special microscope system allowing the 

imaging of group of single molecules, incorporated DNA constructs and 

clusters inside bacterial cells. 

• Due to the application we are aiming for, the energetic efficiency is very 

important. Therefore, the extension in depth of focus and the improvement of 

the resolution should not reduce the efficiency of the energetic transmission of 

the constructed microscope system. 

• To demonstrate experimentally that indeed the new lens design provides 

improved imaging performance for the above mentioned applications, in real 

time (e.g. in vivo) and in an all-optical way (without digital processing or 

without usage of a computer or a screen in the loop) such that human observer 

could see the outcome through the ocular lens of the microscope. 

 

To the best of our knowledge the construction and the experimental demonstration 

of this special microscope configuration aiming to image very small objects such as 

group of single molecules, incorporated DNA constructs and clusters inside bacterial 

cells and having integrated high resolution objective lens with significantly increased 

depth of focus that improves the imaging performance for such small objects, has not 

been realized before. 

Note that the new optical design of the objective lens used the basic concept of 

Ref. [17] as the starting working point but then an iterative simulated annealing 

optimization algorithm was applied in which the constrain of preserving all the spatial 

frequencies in the MTF plane obtained stronger emphasis, i.e. we took the working 

point coming from the analytical solution of Ref. [17] and applied simulated annealing 

optimization on it to optimize our trade-offs which are related to the spectral contrast 

of the various frequencies versus the focus extension. The parameters that were varied 

in the simulated annealing process were the diameter of the annular phase mask disc as 

well as the value of its phase. 

In Section 2 we perform the numerical design of the element adapted to the 

parameters of our microscope configuration. In Section 3 we present the constructed 

experimental system and the obtained experimental results. The paper is concluded in 

Section 4. 
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2. Extension in depth of focus 

The mathematical formulation used in Ref. [17] includes defining mathematically a 

binary phase only element positioned on the exit pupil of an imaging lens. In this case 

the Optical Transfer Function (OTF) which is the auto correlation of the Coherence 

Transfer Function (CTF) equals to: 

(Eq.1) 

where an are binary coefficients equal either to zero or to a certain phase modulation 

depth: an = (0, Δϕ) of the phase only element that we design. Δϕ is the phase depth of 

modulation. Δx represents the spatial segments of the element. λ is the wavelength and 

μ is the coordinate of the OTF plane. P is the aperture of the lens having coordinates of 

x (the plane of the CTF) and Zi is the distance between the imaging lens and the sensor. 

Since we do not want to create a diffractive optical element, i.e. spatially high 

frequencies (such that there will be no wavelength dependence and no chromatic 

aberrations) we force Δx ≫ λ. 

We impose mathematical constrain that the expression of Eq. (1) will have 

maximal value for the minimal contrasts defined by the OTF within a predetermined 

range of spatial frequencies. The result obtained in Ref. [17] was of an annular like 

disc structure with phase Δϕ of close to π/2 (for the green wavelength of 532 nm). The 

annular like binary phase disc had external dimension of 4.1 mm. 

The obtained result is understandable since the annular shape phase only 

element can cancel the sign inversions (by addition of proper phase to the spatial 

frequencies where the inversion was) of the quadratic phase generated while 

defocusing. Although in order to cancel the phase inversion one has to add a phase of 

π, the best solution in this case was the phase of π/2. The phase of π/2 was essential 

since due to the requirement for continues focused region, one had to cancel the 

inversions while the quadratic phase appeared but also when one was in focus and 

there was no quadratic phase. Thus π/2 is the phase that equally contributes when the 

object is defocused and when it is in focus. 

Thus, the mathematical analytical solution after imposing the previously 

mentioned constrains over Eq. (1) yields an annular like phase shape element with 

binary phase of approximately π/2. 

We applied this mathematical solution into Zemax software which is often used 

for lenses designs (we followed the concepts that were extensively described in Refs. 

[17] and [18]). In the software we simulated a full microscope system having 100× 

objective lens of Olympus with NA of 0.95. We assumed that in the microscope 

imaging system the distance between the lens and the image plane is Zi = 250 mm and 

between the imaging lens and the object is Zo = 2.5 mm. The focal length of the 

objective is F = 2.475247 mm and its aperture D = 4.70296 mm. Thus, the F number is 

F# = F/D = 0.5263. 

In the simulations presented in Fig. 1 we compute the through focus 

Modulation Transfer Function (MTF) at the imaging plane (after magnification of 

100×) for spatial frequency of 8 cycles per mm (i.e. in the object plane this spatial 

frequency is equivalent to frequency of 800 cycles per mm). From the obtained results 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#bib17
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fd1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#bib17
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fd1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#bib17
http://www.sciencedirect.com/science/article/pii/S0030401809002843#bib18
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
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one may see improvement of at least a factor of 2 in the resulted depth of focus. In Fig. 

1a and b we show the through focus MTF without the EDOF element at focus in Fig. 

1a and after a shift of +1 μm from the focal position in Fig. 1b. One may see that shift 

of +1 μm destroyed completely the imaging contrast and resulted with a low pass for 

the spatial features. Therefore, the overall depth of focus of this objective without the 

usage of EDOF element is about 1.5 μm (±0.75 μm). When the EDOF element is 

added one may see that shift of +1 μm (Fig. 1c) or −1 μm (Fig. 1d), from the focal 

position, preserves the same contrast as obtained while in focus. Therefore, in this case 

the measurable overall depth of focus is approximately 3 μm (±1.5 μm).  

The increase of the depth of focus from 1.5 μm into 3 μm in this high 

resolution microscope can significantly improve the imaging performance for small 

structures such as a group of single molecules, DNA constructs and clusters inside 

bacterial cells, since for all of those examples the axial dimension of those objects 

requires higher depth of focus in order to capture at once their entire structure or in 

order to see more such structures in-focus in the field of view of the microscope. 

 

 

 
 
Fig. 1. Numerical simulations of through focus MTF for spatial frequency of 800 cycles/mm (in 

the object plane). (a) Without EDOF at focus. (b) Without EDOF with shift of +1 μm from 

focus. (c) With EDOF at position of +1 μm from focus. (d) With EDOF at position of −1 μm 
from focus. 

 

 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843
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From the results of the simulation designs of Fig. 1 one may see that a reduction of 

about 50% in contrast was obtained. However, please note that this was obtained for a 

very high spatial frequency of 800 cycles/mm. For a bit lower frequencies lower 

contrast reduction is obtained and the average reduction in contrast is not that 

significant (it is less than about 10%). Indeed reduction in signal to noise ratio (SNR) 

may be compensated by longer integration time and thus one may ask the question of 

maybe it is simpler just to leave the integration time as is and not to use the EDOF 

approach and instead increase the axial resolution by mechanical scanning. Regarding 

this point please note that the reduced SNR is not exactly equivalent to axial scanning. 

Specifically in the explored application, fast and not static objects are being imaged. 

Axial scanning will lead to capturing different molecules or other microscopic objects 

each time because they are constantly moving. There is an advantage of seeing all the 

axial information at one snap shot while the reduction in the contrast may be 

compensated by increasing the illumination power and by using a sensor with higher 

dynamic range or better SNR. This hardware that can compensate the reduction in 

contrast cannot compensate losing axial resolution. 

We have fabricated the designed element using photolithography on SU-8 

photo-resist on top of a plastic substrate and added the element, after proper optical 

alignment, into the experimental setup of the single molecule imaging microscope. 

Since the phase of this interference element is approximately π/2, it is very thin (less 

than 0.3 μm) and can easily be integrated/incorporated into the objective lens of the 

microscope system. 

Please note that if extension in the depth of focus comes on extent of lateral 

resolution one may as well reduce the NA. However, the point of this paper is exactly 

to demonstrate the opposite. The proposed approach extends depth of focus 

WITHOUT loosing lateral resolution and this is why this new improved objective is so 

suitable for microscopy applications as those explored by this paper. The extension in 

the depth of focus comes on the extent of some reduction in contrast but not in lose of 

lateral resolution. This means that the Fourier transform of the point spread function 

contains all spatial frequencies while some have slightly reduced contrast. 

 

3. Experimental results 

The schematic sketch as well as an image (upper right corner) of the microscope 

system appears in Fig. 2. 

The fabricated EDOF element that was designed for this system was positioned 

attached to the objective lens, aligned and tested with several biological samples. The 

microscope configuration consists of: inverted Olympus IX70 microscope, Triax 320 

imaging spectrograph with back illuminated liquid nitrogen cooled CCD camera 

(Spectrum One, Jobin Yvon, 2048 × 512 pixels, pixel size 13.5 × 13.5 μm) and 

picosecond-pulse laser diode module (PicoQuant LDH-D-C-640, 641 nm, lin. polar) as 

an excitation source. 

We enlarged the objects with objective Olympus 100×, NA of 0.95, UMPLANFL 

infinity/0, and excited samples with 641 nm by total internal reflection (TIRF). 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig1
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig2
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Fig. 2. The experimental setup for single molecule imaging. Item (1) is a quartz TIRF prism, 
item (2) is quartz cover slip with spin coated layer, item (3) is thin polymer layer with sample, 
item (4) is the EDOF mask and item (5) is the objective lens. 

 

 

The microscope is equipped with an Olympus filter cube (Olympus, Japan) 

containing Raman emitter RS 664 LP (679.3–1497.7 nm), HC-Laser Clean-up 

MaxDiode 640/8 (Semrock, Germany). 

In Fig. 3 we used samples that include a few E. coli cells. They are 

immobilized in a thick layer of polyvinyl alcohol (PVA) (MW 145 000, 98% 

hydrolyzed, Merck). This places them into different axial depths. There are two 

transmission images, one with (Fig. 3a) and one without (Fig. 3b) the EDOF element. 

One may clearly see that when the EDOF element was added more cells are seen in 

focus.  

Inside the E. coli cells, there are incorporated double strand labeled 

oligonucleotides which have 22 base pairs, they are modified by fluorescent label 

Alexa Fluor 647. Those are incorporated DNA constructs. In Fig. 4 we imaged those 

samples. Here in contrast to the previous experiments we did not try to position several 

objects in different axial depths. Nevertheless, even when the objects are in the same 

plane due to their 3D structure, the usage of the EDOF element significantly improved 

the axial imaging resolution. The single almost round spots are single molecules. Other 

shapes on fluorescent images are clusters of constructs, which normally fill the whole 

bacteria (as could be seen when focusing through the cell). One may clearly see that in 

Fig. 4a where the EDOF element was used all the clusters are seen due to the extended 

depth of focus and thus we have an improved axial resolution. In Fig. 4b we did not 

use the EDOF element and thus the clusters are visible only in the focused part of the 

E. coli cells. 

 

Laser diode module, 641 nm 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig3
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig3
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig3
http://www.sciencedirect.com/science/article/pii/S0030401809002843
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Fig. 3. Samples including a few E. coli cells: (a) Transmission image with the EDOF element. 
(b) Transmission image without the EDOF element. 

 

 

 
 
Fig. 4. Imaging of ―in-cell‖ incorporated DNA clusters. (a) Fluorescence image of two clusters 

inside bacterial cell with the EDOF element. (b) Fluorescence image of cluster without the 
EDOF element.  

 

Another example for imaging of small objects is seen in Fig. 5 where a few 

molecules are incorporated inside the bacterial cell and some others are outside the 

focal plane. In Fig. 5a where the EDOF element was used much more molecules are 

seen due to the extended depth of focus and thus improved axial resolution is obtained. 

In Fig. 5b we did not use the EDOF element and thus much less molecules are visible. 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig5
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig5
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig5
http://www.sciencedirect.com/science/article/pii/S0030401809002843
http://www.sciencedirect.com/science/article/pii/S0030401809002843
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Fig. 5. ―In-cell‖ imaging of few molecules that were incorporated inside the bacterial cell. (a) 

Fluorescence image with the EDOF element. (b) Fluorescence image without the EDOF 
element. White line borders the cell shape. 

 

 Note that the depth of focus enhancement factor in the experiments validated 

the numerical designs. The depth of focus extension factor that was obtained in the 

experiments was also close to two as obtained in the numerical simulations. Larger 

extension factor can allow many interesting biological studies such as observing 

dynamics throughout whole cell body. In our future work we intend to improve the 

optimization of the EDOF element such that larger extension factors are to be obtained 

while not as increasing the contrast related compromise. 

In further investigation we modified a bit the experimental configuration as it 

appears in Fig. 6. The microscope configuration consists of: inverted Olympus IX70 

microscope, Triax 320 imaging spectrograph with back illuminated liquid nitrogen 

cooled CCD camera (Spectrum One, Jobin Yvon, 2048 × 512 pixels, pixel size 13.5 × 

13.5 μm) and HeCd laser (lin. polarized cw. laser at 442 nm – Kimmon, Japan) as an 

excitation source. We enlarged the objects with objective Olympus 100×, NA of 0.95, 

UMPLANFL infinity/0. The microscope is equipped with an Olympus filter cube 

(Olympus, Japan) containing Razor edge long pass filter 442 nm (Semrock, Germany). 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig6
http://www.sciencedirect.com/science/article/pii/S0030401809002843
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Fig. 6. The schematic sketch and image of the modified experimental setup. Item (1) is a quartz 
TIRF prism, item (2) is quartz cover slip with spin coated layer, item (3) is thin polymer layer 
with sample, item (4) is the EDOF mask and item (5) is the objective lens. 

 

The results from this configuration appear in Fig. 7 and Fig. 8. 

 

 
 
Fig. 7. Chlorophyll fluorescence image of moss (Ceratodon purpureus) fragment. (a) Without 
EDOF mask. (b) With the EDOF mask. 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig7
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig8
http://www.sciencedirect.com/science/article/pii/S0030401809002843
http://www.sciencedirect.com/science/article/pii/S0030401809002843
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Fig. 8. Transmission image of flake-like crystal structure of PVA. (a) Without EDOF mask. (b) 
With the EDOF mask. 

 

 In Fig. 7 the object was a chlorophyll fluorescence image of moss (Ceratodon 

purpureus) fragment. Leaves of Ceratodon purpureus were cut into oligocellular linear 

fragments. Linear chlorophyll containing fragment was fixed in a firm position in the 

polyvinyl alcohol (PVA) matrix. Due to the tilted position of fragment in the PVA 

matrix the ends are in different axial depths (the upper-left part of fragment is in focal 

plane, the down-left part is the most distant visible part). Therefore, we can compare 

the depth of focus, using the EDOF mask. The object did not move. One may see in 

Fig. 7a the image obtained without the EDOF mask and in Fig. 7b with the mask. It is 

easy to see the significant improvement in the depth of focus. 

In order to show that the extension in the depth of focus did not reduce the 

lateral resolution we have captured the images of Fig. 8. The images of Fig. 8 are the 

transmission image of flake-like crystal structure of PVA. The dark circle in the 

background is a disc shaped light-shield applied at the condenser side of the cover 

slide. Due to its fine structure this object can be used as a lateral resolution 

microscopic target. In Fig. 8a we present the captured image without the EDOF mask 

and in Fig. 8b it is with the mask. One may see that the lateral resolution is not 

reduced due to the addition of the EDOF mask. 

 

4. Conclusions 
In this paper we have presented the implementation of an all optical approach for 

extended depth of focus in single molecule imaging microscopy system. 

The designed phase only optical element for the extension in depth of focus 

was fabricated and positioned attaching the objective lens of the microscope. Then, it 

was experimentally tested in imaging of sub-micron biological samples as incorporated 

molecules, DNA constructs and clusters inside bacterial cells. 

Improved performance of imaging were experimentally demonstrated for 

plurality of objects positioned in different depths as well as for single small object 

http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig7
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig7
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig7
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig8
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig8
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig8
http://www.sciencedirect.com/science/article/pii/S0030401809002843#fig8
http://www.sciencedirect.com/science/article/pii/S0030401809002843
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having 3D structure larger than the existing depth of focus range of the given imaging 

lens. 
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2.2.  Binding of QSY 21 and Rhodamine 6G probes to DNA 
 

Kabelac, M., Zimandl, F., Fessl, T., Chval, Z., Lankas, F., (2010). "A comparative study 

of the binding of QSY 21 and Rhodamine 6G fluorescence probes to DNA: structure and 

dynamics." Physical Chemistry Chemical Physics 12 (33): 9677-9684. 
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Abstract 
Molecular dynamics (MD) simulations and ab initio quantum chemical 

calculations were employed to investigate the structure, dynamics and 

interactions of the QSY 21 nonfluorescent quencher and the fluorescence 

dye Rhodamine 6G bound to a B-DNA decamer. For QSY 21, two binding 

motifs were observed. In the first motif, the central xanthene ring is stacked 

on one base of the adjacent cytosine–guanine DNA base pair, whereas one 

of the 2,3-dihydro-1-indolyl aromatic side rings is stacked on the other base. 

In the second motif, the QSY 21 stacking interaction with the DNA base 

pair is mediated only by one of the side rings.  Several transitions between 

the motifs are observed during a MD simulation. The ab initio calculations 

show that none of these motifs is energetically preferred. Two binding 

motifs were found also for Rhodamine 6G, with the xanthene ring stacked 

predominantly either on the cytosine or on the guanine. These results 

suggest that the side rings of QSY 21 play a crucial role in its stacking on 

the DNA and indicate novel binding mode absent in the case of Rhodamine 

6G, which lacks aromatic side rings. 

 

Introduction 
Many processes in living organisms can be experimentally studied by 

fluorescence spectroscopy, most commonly in the far red and near-infrared 

(NIR) spectral region. There are several advantages to working in this 

region. Longer wave- length NIR fluorescence assays such as Rhodamine 

6G, Cy3 and Cy5 can eliminate the tissue background signal because of the 

extremely low intrinsic fluorescence in the NIR as compared with 

traditional assays using shorter wavelength donor quencher pairs. NIR 

http://www.rsc.org/pccp
http://www.rsc.org/pccp
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assays also benefit from the enhanced tissue penetration of light near 650 to 

900 nm, inexpensive laser diode excitation and reduced scattering. For these 

reasons, many new far-red and near infrared fluorescent probes have 

appeared on the market and with a lot of them, the structure, dynamics and 

interactions with labeled macromolecules like DNA or protein have been 

elucidated.
1

 

One of the methods of fluorescence spectroscopy is Forster 

Resonance Energy Transfer (FRET). In FRET studies, a fluorescence or 

absorption characteristics are used to determine the rate of resonant energy 

transfer (kFRET) from an energy donor (D) to an energy acceptor (A). D and 

A can be fluorophores of different origin. The FRET rate is often measured 

in time-resolved experiments  that provide kFRET more-or-less directly, or in 

steady-state experiments that yield kFRET from the efficiency of D to A 

energy  transfer relative to the fluorescence intensity of D. The rate of 

resonant energy transfer can be related to the distance between D and A, 

RDA, using a theory developed by Forster in the 1940s. Recently, a number 

of groups have   used molecular dynamics (MD) simulations to aid in the 

understanding of FRET experiments. Nonfluorescent quenching probes, also 

known as dark quenchers, are commonly used in FRET based assays 

including molecular beacons and nucleic acid hybridization real-time PCR, 

as well as in DNA charge transfer studies. A very promising tool seem to  be  

FRET-based  microarrays in which the immobilized strand  is  labeled with  

a donor fluorophore and  the  analyte target is labeled with a fluorescence 

quencher.2 Unlike the traditional DNA microarrays this method allows 

visualization of  both   hybridized  and unhybridized strands, eliminates 

artifacts3 and enables real-time detection.4  

The dark quencher QSY 21 is an efficient energy transfer acceptor of 

the far red and NIR fluorescent probes. It works in the wavelength range of 

540–750 nm, frequently used in FRET applications. It has suitable spectral 

characteristics—a molar extinction coefficient of 90 000 cm-1M-1, and zero 

quantum yield (QY), meaning that in normal conditions it does not emit 

fluorescence. These properties make QSY 21 an excellent FRET acceptor. 

Its  structure is  similar to  a popular laser probe and the fluorescent probe 

Rhodamine 6G.5 The QSY 21 chromophore consists of two 2,3-dihydro-1-

indolyl rings (denoted as DIHI 1 and DIHI 2 in this work) and one benzene 

ring attached to the central xanthene ring (see Fig. 1). QSY 21 is covalently 

bonded to the phosphate group of an adjacent DNA nucleotide via a 

phosphoramidite linker. An important factor affecting the spectral properties 

of FRET assays is the stacking interaction between the probe and the 

terminal DNA base pair. During the stacking interaction, a charge transfer 

between the base-pair and the probe takes place.6 This leads to changes in 

the QY, molecular absorption cross-section and excited state lifetime. It is 

therefore important to resolve the probe position, dynamics, strength of 

binding and the interaction mechanism. To the best of our knowledge, 

unlike in the case of Rhodamine 6G, no X-ray or 2D-NMR study of QSY 21 

bound to DNA has been published. Here we address the problem of the 
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structure, dynamics and interactions of QSY 21 bound to a B-DNA  

oligomer using theoretical methods, namely molecular dynamics (MD) and 

ab  initio quantum chemical computations. We also report an analogous 

study involving Rhodamine 6G and compare the results for these two 

probes. 

 
 

Fig. 1 2-D representations of Rhodamine 6G (left) and QSY 21 (right) probes 

bonded to DNA via an aliphatic linker. 

 

Methods 

MD simulations 

The atomic resolution, explicit solvent molecular dynamics simulations of 

the 5‘–CCACTGCAGG–3‘ B-DNA duplex decamer with covalently 

bonded QSY 21 probe (DNA–QSY), the decamer with a covalently bonded 

Rhodamine 6G (DNA–RHO), and the decamer alone (bare DNA) were 

performed using the AMBER 9 suite of programs. The parmbsc0 

modification of the parm99 force field7 for DNA was used, together with 

the TIP3P water model and Na+ counterions. The standard parm99 

parameterisation for the ions was also adopted. 

The GAFF8 force field parameters were employed for the Rhodamine 

6G (RHO) and QSY 21 probes. The RESP charges for the probes were 

derived from the molecular electrostatic potential using the HF/6-31G* 

level of computation performed by the Gaussian 03 program, 9 in 

connection with the Antechamber module of AMBER. The starting 

structure of the DNA decamer in all of the simulations was a canonical B-

DNA built using the program nucgen (part of Amber Tools). The probe was 

attached to the 5‘ end of the cytosine nucleotide. For the DNA–RHO 

complex, the dominant conformation found by NMR (PDB code 2V3L, 

model 1)10 was adopted. The starting structure of the DNA–QSY complex 

was built manually in analogy to the structure of DNA–RHO. 

An equilibration protocol consisting of a series of energy 

minimizations and short constrained MD runs was followed by a MD 

production using an NPT ensemble at 298 K and a pressure of 1 atm. 
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Periodic boundary conditions, the Particle Mesh Ewald method to treat 

long-range electrostatic interactions, and  SHAKE on hydrogen atoms were 

used. Each trajectory was prolonged to 100 ns. The structures were saved 

every 1 ps. The conformation of the probes in terms of the DNA was 

monitored using two sets of internal coordinates. First, the central xanthene 

ring was mapped onto a virtual base pair of two cytosines, and its relative 

position and orientation with respect to the adjacent base pair of the DNA 

was described using the basepair step parameters commonly employed in 

DNA structural analysis, i.e. tilt, roll, twist, shift, slide and rise.11 The 

3DNA program12 was used to compute the parameters. The most 

informative parameters turned out to be slide and twist for the DNA–QSY 

complex, and twist and shift for DNA–RHO. Besides that, the orientation 

of each of the 2,3-dihydro-1-indolyl side rings  of QSY 21 (denoted as 

DIHI 1 and DIHI 2 in this work) in terms of the xanthene ring was 

monitored using a dihedral angle associated with the connecting bond 

between the xanthene ring and a side ring  (see Fig. 1). The trajectories 

were also inspected in the VMD molecular graphics program. In order to 

investigate the influence of the probe on the structure of the DNA, we 

compared the average structural parameters of the simulated bare DNA 

with the DNA in the complexes. The 3DNA program12 was used for the 

calculation. MD snapshots with at least one intra-basepair hydrogen bond 

broken or with at least one backbone torsion angle gamma in a non-

canonical conformation were excluded from the analysis. Both phenomena 

represent rare events which can perturb the simulated DNA structure.13,14 

 

Ab initio calculations of probe interactions with DNA 

To estimate the strength of binding of the probes to DNA during MD 

simulation, two models were chosen. The small one includes the nearest 

pair  of DNA bases (guanine and cytosine; the sugar–phosphate 

backbone was  removed and replaced by hydrogen atoms), and the probe 

is mimicked just by the xanthene ring with the two side groups (i.e. the 

DIHI rings  for  QSY 21 and  two  aliphatic chains for RHO, see Fig. 2). 

The large model is composed from the nearest pair of DNA nucleosides 

(guanosine and cytidine) and a complete molecule of the probe with 

linker (the connecting phosphate group was removed and replaced by 

hydrogen atoms, see Fig. 2). 

The computations were performed on every 100th frame saved 

from the MD simulations (1000 structures in total). To avoid problems 

with the SCF convergence in ab initio calculations, 100 steps of 

approximate self-consistent-charge, density functional tight-binding 

method (SCC-DF-TB-D)15 minimization were applied. This optimisation 

does not lead to any significant change in geometry of the complexes. 

The single-point interaction energies of the complexes were calculated 

by the Resolution of Identity DFT method (the  TPSS functional)16 with 

the TZVP basis set using the Turbomole 6.0 program package. 17 The 
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empirical dispersion correction term18 for the functional was added to 

describe the stacking interactions properly. 

 
 

Fig. 2 The two models used for determination of the interaction energy between 
RHO (black) and the adjacent base pair (grey). The small model is shown above, 

the large one below. 
 

 

Results and discussion 
 

The MD simulations of DNA–QSY and DNA–RHO complexes 

The initial structure of the DNA–QSY complex changes within ca. 6 ns of 

production MD into another conformation, which we call State Ia. In this 

conformation, the planes of the xanthene ring and of the adjacent base pair 

remain parallel, but the xanthene ring is stacked only on the cytosine. Its  

relative displacement with  respect   to  the  base  pair  is characterized by  

a slide  of  roughly – 2 Å and a twist of around 10° (see the upper part of 

Fig. 3 and 4). The phenyl ring remains on the minor groove side. One of the 

side rings (DIHI 1) is stacked on the guanine. The stacking is rather loose, 

as the side ring is able to switch its orientation by 180° (at ca. 10 ns). The 

other side ring (DIHI 2) is free to rotate and passes through multiple states 

between the dihedral angles of -40° and -160°. 
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At 27 ns, the system switches to a new conformational substate, State 

Ib. The xanthene ring slides along its long axis during the transition, 

without changing its orientation. This is reflected in the change of slide 

from - 2 Å to 3 Å, whereas the twist remains around - 10°. The change of 

the slide is clearly visible in Fig. 4. In the new state, the xanthene ring is 

stacked on the guanine whereas the DIHI 2 side ring is stacked on the 

cytosine, its dihedral angle remaining close to -20°. The DIHI 1 ring, in 

contrast, is now free to rotate and visits two well-defined states 

characterized by dihedral angle values of 40° and 140° respectively. In both 

State  Ia and State Ib, the vertical separation between the xanthene ring and 

the base pair,  as characterized by the value of rise, is roughly 3.5 Å and 

thus close to the  vertical separation between base pairs in DNA. 

 

 

  
 

Fig. 3 The two main binding 
motifs obtained from the MD 

simulation of the DNA–QSY 

complex. A covalently bonded dye 
and the adjacent base pair are 
depicted. The structure above 

corresponds to the State Ia. The 
State II is represented by the 

structure below. 

Fig. 4 The development of the slide 
and twist parameters characterising 

the orientation of the QSY 21 probe 

vs. the adjacent DNA base pair, 
during the 100 ns MD simulation. 
Different conformational substates 

(see text) are depicted by colour 
bands (State Ia in red, State Ib in 

yellow, State II in blue). 
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The second main conformational state (State II, see Fig. 3, the 

bottom part) is reached at 37 ns. This state fundamentally differs from 

the previous ones in that the xanthene ring is now completely unstacked 

and turned, pointing roughly towards the minor groove side of the DNA 

base pair. This transition is accompanied by a dramatic change in the 

twist (see bottom panel of Fig. 4) which now attains values around 60°, 

whereas the slide keeps oscillating around its State Ib value of 3 Å. The 

side ring DIHI 2 is stacked on the guanine, its dihedral angle staying 

close to 150°. The other side ring, DIHI 1, remains free to rotate and 

behaves as it did in State Ia. 

Occasional interconversions among all of the states are observed. 

First, a short Ia to II switch is seen at roughly 20 ns. Around 60 ns, a 

change from II to Ib to Ia and back again takes place, and there is 

another change from II to Ib and back again around 90 ns. These 

transitions can be identified in Fig. 4. In summary, the MD simulation 

reveals two main conformational states, differing in the interaction 

pattern between the QSY 21 probe and the adjacent DNA base pair. One 

state (substates Ia and Ib) is characterised by a parallel arrangement of 

the xanthene ring and the base pair. The xanthene ring is stacked on one 

of the bases, whereas a side ring is stacked on the other one.  State II, in 

contrast, includes the xanthene ring unstacked and turned away from the 

base pair, with the only stacking interaction being the one between a 

base and a side ring. All of the states seem to be easily accessible, 

because several   transitions between them are observed.  

Two main conformational states are observed also for the DNA–

RHO complex (see Fig. 5). Its conformation shifts within a few ns of 

production MD from the initial structure into a similar state where the 

phenyl ring remains on the minor groove side but the xanthene ring is 

stacked predominantly on the cytosine (State A). The twist and shift 

fluctuate around 10° and 5 Å respectively. At 28 ns, this state 

irreversibly changes into a conformation in which the xanthene ring is 

loosely stacked on the guanine and the phenyl ring is located on the 

major groove side (State B). The transition is reflected by an abrupt 

change in the twist which now fluctuates around 100°, whereas the shift 

spans a range of several Å (see Fig. 6). 
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Fig. 5 The two main binding motifs 
obtained from the MD simulation of 

the DNA–RHO complex. The 
covalently bonded dye and the 
adjacent base pair are depicted. The 
structure above corresponds to State 

A. State B is represented by the 
structure below. 

 

Fig. 6 The development of the twist 
and slide parameters characterizing 

the orientation of the RHO probe vs. 
the adjacent DNA base pair, during 
the 100 ns MD simulation. Different 
conformational substates (see text) 

are depicted by colour bands (State A 
in red, State B in blue)

 

These findings can be compared with the published structural analysis 

of the DNA complex with RHO. The NMR data of Neubauer et al.10 

indicate one dominant substate (80% population) in which the xanthene 

ring occupies an intermediate position between guanine and cytosine and 

the phenyl ring is located on the minor groove side of the adjacent base pair 

(PDB Code 2V3L, Model 1). In addition they identified a minor substate 

(PDB Code 2V3L, Model 2) in which  the xanthene ring has turned around, 

so that it is stacked primarily on the guanine and the phenyl ring is located 

on the major groove side. The MD simulations of Ivanova et al.19 are 

roughly consistent with these data. 

The major NMR conformation was used in the starting structure of 

our simulated DNA–RHO complex, as described in the Methods section. 

The new substate reached early in the simulation still resembles the major 

NMR  conformation in that the phenyl ring remains at the minor groove 

side, but the xanthene ring is stacked on the cytosine instead of being 

located in between the two bases. After the conformational switch at 28 ns, 

the new substate closely resembles the minor NMR structure of Neubauer 
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et al. The transition is accompanied by a rotation of the xanthene ring about 

the DNA helical axis as reflected by the change in twist of 90°. This can be 

compared to the analogous rotation of 125° between the two bound states in 

the experiments of Neubauer et al. 

Our system remains in the new substate until the end of the 

simulation. The absence of any further conformational transition could be 

expected, since the experiments by Neubauer et al. suggest the time scale 

of the exchange between the substates in the millisecond range. We 

emphasize that the xanthene ring fluctuates vigorously, spanning a range of 

positions and becoming even transiently detached from the base pair. A 

small population of a detached state was also identified by Neubauer et al., 

although its exchange rate is even smaller than that the one between the 

bound states. It is interesting that the major NMR substate, which is 

supposed to interact strongly with the guanine, actually has a much smaller 

sterical overlap with the guanine than the minor NMR state. Notice, 

however, that the electronic interaction is a complex quantum mechanical 

effect and is not correlated in any simple way with the sterical overlap of 

the two compounds. 

In the case of the DNA–QSY complex, our States Ia and Ib resemble 

the major substate found by NMR for the DNA–RHO complex, but in our 

case the xanthene ring prefers to stack over just one of the bases whereas a 

side ring stacks on the other base. Our State II in which the stacking is 

mediated by a side ring only is of course absent in the case of Rhodamine 

6G, which lacks aromatic side rings. 

The molecular mechanics force fields used for our MD simulations 

were parmbsc0 for DNA and GAFF/RESP/ HF6-31G* for the probe (see 

Methods section). These are standard choices which have already been 

tested on different systems. Whereas the use of a polarizable force field 

might potentially improve the accuracy of the calculations, it seems that the 

existing polarizable force fields are not yet mature enough to be routinely 

used. Moreover, they are computationally more expensive, which would 

make it more difficult to achieve the relatively long simulation times 

crucial to identify the substates of our   systems and transitions among 

them. 

 

The influence of the probe on the DNA structure 

It is important to verify to what extent the presence of the probe influences 

the structure of the DNA oligomer to which it is attached. To this end, we 

compared the structures of the DNA molecule in the three systems, DNA–

RHO, DNA–QSY and bare DNA. Since the DNA base sequence and the 

simulation conditions are exactly the same in the three cases, any difference 

among the structures can only stem from the influence of the probe or from 

an insufficient convergence of the simulations. 

The DNA structure was described by the mean values of the intra-

basepair parameters (buckle, propeller, opening, shear, stretch and stagger) 
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and the inter-basepair, or the step parameters (tilt, roll, twist, shift, slide and 

rise), computed over various portions of the trajectory. The parameters for 

each base pair or step were considered separately. For the DNA–QSY 

complex, the means were calculated for the following intervals: 1–37 ns 

(which correspond to States Ia and Ib) and 37–100 ns (where State II 

prevails). For the DNA–RHO complex, the intervals were 1–28 and 28–100 

ns, corresponding to the two observed substates. Thus, the intervals capture 

the individual conformational substates of each complex. For the bare DNA, 

we considered the interval of 1–100 ns. MD snapshots in each interval were 

filtered for broken intra-basepair hydrogen bonds and non-canonical gamma 

torsion angles as described in the Methods section. In each case at least 60% 

of the snapshots passed through the filtering. The parameters‘ means were 

also computed separately for the two halves of each interval to estimate the 

error of the mean due to incomplete convergence. The error estimate for the 

difference of means is then the sum of the estimated errors of the two means. 

We call a difference statistically significant if it exceeds its estimated error. 

The means computed for each interval (or, equivalently, for each 

substate) of each system were mutually compared. All of the DNA structures 

were in general very close to each other. Statistically significant differences 

in the mean parameters exceeding 11 or 0.1 Å only involve the two base 

pairs and two steps closest to the probe. Their values are as follows: less 

than 8° for the buckle, less than 6° for the propeller, at most 2° for the twist 

and roll, less than 0.3 Å for the shift and less than 0.2 Å for the slide. The 

differences in the other parameters for these pairs and steps did not exceed 

1° or 0.1 Å. 

Neubauer et al. reported an experimental indication of the reduced 

terminal base pair fraying in the DNA–RHO complex as compared to bare 

DNA. We have observed an analogous phenomenon in our simulations: in 

the complexes, the base pair adjacent to the probe is frayed for 1% of the 

simulation time, but it is frayed for roughly 10% of the time in the case of 

bare DNA. 

We conclude that, apart from the reduced fraying of the base pair 

nearest to the probe, the influence of the QSY 21 or Rhodamine 6G probes 

on the DNA structure is very small and is limited to the two base pairs and 

steps closest to the probe. 
 

The rotation barriers of the QSY 21 aromatic side ring 

In contrast to the aliphatic side chains of RHO, the DIHI side rings of 

QSY 21 significantly contribute to the stabilization of the complex, as 

seen in the MD simulation. Thus, the knowledge of the energy barrier of 

the rotation of the DIHI ring in terms of the main xanthene ring would 

be beneficial. To estimate the barrier height we used a model structure, 

2,3-dihydro-1-indolyl benzene (see Fig. 7). 
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Fig. 7 The structure of 2,3-dihydro-1-indolyl benzene with a rotatable bond 

depicted. 

 
Our model is similar to the biphenyl molecule, which has been 

extensively studied both experimentally and theoretically. Recent 

experimental studies indicate that the energy barriers separating the 

minimum from the planar and perpendicular arrangements of biphenyl are 

nearly the same, corresponding to the values of 1.4 and 1.6 kcal mol -1, 

respectively, with the equilibrium torsion angle of 44.4°.20 Even the highest 

level ab initio methods have a tendency to overestimate slightly the 

barriers, namely by about 0.5 kcal mol -1.21,22 

Our results for the rotation of the DIHI ring in QSY 21 show that the 

structure of the minimum is characterized by the torsion angle of 41.4° 

calculated at the MP2/cc-pVTZ level of theory. The barrier is slightly larger 

than for the biphenyl molecule: 3.63 kcal mol -1 (the corresponding 

equilibrium angle is -11.2°) for the ‗‗planar‘‘ form and 2.09 kcal mol -1 

(equilibrium angle 80.6°) for the ‗‗perpendicular‘‘ form. The analogous data 

for biphenyl correspond to the values of 2.39 and 2.04 kcal mol -1, 

respectively. These values suggest a hindered rotation of the DIHI ring in 

the QSY 21 molecule. The role of the ZPVE energy is marginal, leading to 

a correction in the relative barrier heights of less than 0.1 kcal mol -1. Not 

even the effect of the environment is crucial. The rotation barrier is 

systematically smaller by 0.2–0.3 kcal mol-1 in implicit water than in 

vacuum despite the high-level method and basis set used.  

These conclusions are fully confirmed by time evolution of the 

torsion angles in the course of the MD simulation. In the conformational 

states where the side ring is not stacked, it rotates around the linker bond. 

The rotation is not entirely free but the barriers are rather low. This is 

indicated by the fast transitions among the rotation substates, the lifetime of 

each substate being of the order of 100 ps to 1 ns. Moreover, the most 

populated rotation substates correspond to the energy minima as revealed 

by the QM calculations. The low rotation barriers ensure a good adaptation 

of the torsion angle in those states where the side ring is stacked, so that the 

stacking is close to optimal and not compromised by the torsion angle 

barriers. 
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Ab initio interaction energies between the probes and DNA 

The interaction energy between the probe and adjacent DNA base pair was 

calculated using two models (see Fig. 2) on geometries obtained at each 

100 ps of the MD trajectory, as described in the Methods section. Whereas 

the small model covers only the interaction between the probe and the 

adjacent base pair, in the large model the interaction of the linker and the 

sugar rings is also included. The results are shown in Fig. 8. For the DNA–

QSY complex the transition between State Ib and State II in MD simulation 

is accompanied by a significant decrease of interaction energy by about 8 

kcal mol-1 in the small model, whereas the States Ia and Ib are 

isoenergetical and thus undistinguishable in this graph. In the large model 

the average interaction energy is roughly 11 kcal mol -1 greater than in the 

small one (-33 vs. -22 kcal mol-1) and the energy difference between States 

Ia/Ib and II is significantly decreased. The less favorable stacking 

interaction between the probe and the DNA bases in State II is probably 

compensated by advantageous interactions of the probe and the linker with 

the DNA backbone, thus making all three states roughly isoenergetic.  

 The interaction between RHO and DNA is significantly weaker than 

in the case of QSY 21, due to the absence of the aromatic side rings in 

RHO. The difference between interaction energies is about 5 kcal mol -1 for 

the small model and 8 kcal mol-1 for the large one. No significant 

differences in stability between the binding motifs observed in the RHO–

DNA complexes were found.  

Besides the calculations in the gas phase, we also performed 

computations of the interaction energy in an implicit solvent with dielectric 

permitivity corresponding to water. The presence of the solvent leads to a 

systematic destabilization of the complexes, i.e. their interaction energies 

become less negative. The energies, however, still retain roughly 50% of 

their original values, and the order of interaction energies of the substates 

remains unchanged. 

This suggests that the order of interaction energies is to a significant 

extent governed by the solvent-independent dispersion forces. Thus, the use 

of a more sophisticated solvent model should not have a decisive effect on 

the relative stability of the substates, as already suggested by the recent 

work of Vladimirov et al.23 

The proper choice of the QM model used to compute the interaction 

energies is a delicate problem. The model should be comprehensive enough 

to capture all the important interactions, but an excessively complex model 

would not be easy to characterize unambiguously.24 In our case, the large 

model describes both the interactions between the probe and the DNA 

bases and those between the probe and the DNA backbone. Our small 

model, then, describes the probe–base interactions separately, thus enabling 

us to separate the influences of the two contributions. 
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Fig. 8 The interaction energy between QSY 21 (above) and RHO (bottom) 

probes with the adjacent base pair obtained from snapshots with a step of 100 
ps from the MD simulation. The black curve corresponds to the interaction in 
the large model, whereas green one to the small model, see Fig. 2. Thick red 

and blue lines represent sliding averages of interaction energies using a 1 ns 

window size. Different conformational substates (see text) are depicted by 
colour bands (for  QSY State Ia in red, State Ib in yellow, State II in blue; for 

RHO State A in red, State B in blue). 

 

Conclusions 
In this work we investigated the structure, dynamics and energetics of 

molecular complexes involving the fluorescence probes Rhodamine 6G and 

QSY 21 bound to a DNA oligomer. We used explicit solvent, atomic 

resolution molecular dynamics (MD) as well as ab initio quantum chemical 

calculations. Two fundamentally different binding motifs have been 

identified for the DNA–QSY complex. One motif involves the xanthene 

ring of QSY 21 parallel with the adjacent DNA base pair and stacked on 

one of the bases whereas a side ring is stacked on the other base. The 

second motif is characterised by the xanthene ring completely unstacked 



80 

 

and pointing towards the minor groove side of the DNA base pair, whereas 

the stacking with the DNA is mediated only by one of the side rings. The 

two motifs are almost isoenergetic and multiple transitions between them 

are observed during the MD simulation. Whereas the first motif is 

somehow analogous to the main experimental binding motif of Rhodamine 

6G, the second motif is new and made possible only by the presence of the 

aromatic side rings attached to the central xanthene ring in QSY 21. The 

flexibility of the torsion angles between the xanthene ring and the side rings 

enables the system to adopt optimal stacking geometries. 

The DNA complex with Rhodamine 6G, previously studied 

experimentally and by short MD simulations, was investigated here for 

comparison. Our MD simulations, an order of magnitude longer that the 

published ones, demonstrated a transition to the conformational substate 

closely resembling the minor substate found by the NMR experiments. 

Since the exchange between the minor and the major experimental 

substates takes place at the millisecond scale, no further transition is 

expected in MD. 

The detailed knowledge of the binding motifs of a probe bound to 

DNA and of the stacking interactions between the probe and the DNA is 

very important because of the expected changes in the probe‘s 

photophysical properties upon binding. The key role of the interaction 

between the probe and guanine should be emphasized. If the possibility of 

the probe stacking onto guanine is not considered, these changes could be 

misinterpreted as a change in donor–acceptor distance. 

For a precise interpretation of the FRET experiment, theoretical 

calculations of the magnitude and orientation of the transient dipole 

moment of the probe in the vicinity of DNA, as well as a possible role of 

charge transfer between the probe and guanine will have to be evaluated. 

This is going to be an important topic in our future work. 
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2.3.  Translocation activity of CHD4 protein at single-molecule 
level 
 

First half of final report from FEBS sponsored stay at the Astbury Centre for Structural 
Molecular Biology, the University of Leeds in 2010. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 



83 

 

Translocation activity of CHD4 protein at single-

molecule level 
 

Abstract 
The Chromodomain Helicase DNA-binding protein 4 (CHD4) is the main component 

of the nucleosome remodelling and histone deacetylase complex. CHD4 also plays 

important role in signalling and repair after double-strand DNA breaks. The 

mechanisms by which CHD4 interacts with nucleosomes and rewind the DNA remain 

poorly understood. Here we report a single-molecule FRET characterization of the 

translocation activity of individual CHD4 protein in real time. We conclude that CHD4 

acts as an ATP-driven bidirectional translocase with translocation step size of 2-3 DNA 

base pairs. We also suggest that DNA recognition and subsequent binding is not ATP-

dependent. 

 

Introduction 
In eukaryotic cells essential nucleic acid transactions, such as transcription, replication, 

repair and recombination are performed in the context of chromatin structure. In turn, 

chromatin structure is maintained and modified by remodelling complexes, which 

couple the energy of ATP hydrolysis to the assembly and mobilization of nucleosomes. 

ATP-dependent chromatin remodelling complexes can be divided into several 

subfamilies (e.g. ISWI, SWI/SNF, CHD/Mi2, INO80 and SNF2/RAD54) depending on 

their composition and function [1]. Different subfamilies exhibit diverse remodelling 

activities. CHD4 (also called Mi2-beta) is the main component of the NUcleosome 

Remodelling and histone Deacetylase complex (NURD). Protein has importance also 

in medicine; the exact role is not yet fully understood, but patients with 

dermatomyositis develop antibodies against CHD4 [2].  

CHD4 contains two Plant HomeoDomain (PHD) motifs, followed by a tandem 

of chromodomains (DNA and a SNF2 type helicase domain. Recently, it was 

demonstrated that the PHD domains bind to histone H3 N-terminal tail while the 

chromodomains interact with DNA [11]. However, intermediates and pathways 

through which CHD4 remodels nucleosome structure remain mostly unknown.  

Moreover previous year, the role of phosphorylated CHD4 in signalling and 

repair after double-stranded DNA breaks was published. Urquhart et al. worked with 

CHD4 as a target of ATM kinase, as ATM kinase activity is a primary driving force for 

chromatin alterations emanating from double-stranded break induction. They 

demonstrated that phosphorylation of CHD4 Ser-1349 resulted in an increased 

chromatin retention and suggested that ATM-dependent phosphorylation might result 

in CHD4 becoming more tightly associated with the chromatin and this may allow for 

opening of the chromatin structure and subsequent repair [3]. Larsen et al. reported 

CHD4 as a factor that becomes transiently immobilized on chromatin after ionizing 

radiation, which is known to cause double strand breaks. Thus, CHD4 emerges as a 

novel genome caretaker and a factor that facilitates both checkpoint signalling and 

repair events after DNA damage [4]. 
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The basic facts about CHD4 as ATP-dependent translocase were not known. 

Since we had CHD4 construct and nucleosome binding DNA sequence, we could solve 

subsequent questions.  

 

1) Is the translocase directional towards 3‘, 5‘ or bidirectional? 

2) How long are the dwell and translocation times, and how are they dependent 

on ATP concentration? 

3) What is the size of the translocation step? 

4) Is the binding and translocation of CHD4 protein to nucleosomes and DNA 

ATP-dependent? 

 

Materials and methods 
 

Protein purification and labeling 
CHD4 construct prepared by Mora [11] was stored as frozen stock solution. When 

defrosted it was re-purified by size exclusion chromatography to remove possible 

aggregates 

 

 

 

 

 

 

 

 
 
 

 
 
 

 

 
Figure 1: Liquid chromatography elution profile (A280) of CHD4 before labeling. The stock of 

CHD4 was purified by size exclusion chromatography on Superdex 200 column, flow 0.2 
mL/min in 20 mM Tris pH 7.5, 200 mM NaCl, 1 mM DTT at room temperature. CHD4 was 
recollected between 21

st
 and 27

th
 minute. 

 

Afterwards, CHD4 construct was labeled with an acceptor dye. First we tried ATTO 

590 maleimide, but probe's emission was quenched by the protein itself, as a second 

attempt, we successfully used Alexa Fluor 590 maleimide. Maleimide reacts with 

cysteines on CHD4 surface. Cysteines were chosen, since they are least abundant 

amino acids in our construct, the proportion is 1.4%, that means 22 cysteines per 

protein molecule and only few of them are exposed on the surface without any steric 

hindrance handicapping the labeling reaction.  

Labeling procedure followed manufacturer's protocol. Consequently labeled 

constructs were purified by dialysis overnight and stored in darkness at 4°C. We chose 
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dialysis instead of LC to prevent the dilution of sample. Labeling efficiency was 

quantified by absorbance at protein abs. maximum 280 nm and dye abs. maximum 602 

nm, as dye spectrum was red shifted, after the conjugation to protein. The molar ratio 

of label to protein was 1.9. 

 

Preparation of labeled 601 sequence 
The 601 sequence template was prepared by digesting pGEM-3z/601 plasmid with 

BamHI and HindIII.  

 

     
      (a)      (b) 

Primers: Forward: 5‘- AF 488 -GCCCTGGAGAATCCCGGTGC -3‘ 

Reverse: 5‘- Biotin -CAGGTCGGGAGCTCGGAACACTATC -3‘  
Figure 2: (a) Plasmid pGEM-3z/601 (Addgene plasmid 26656). This plasmid contains an 147 
bp nucleosome positioning sequence and is referred to as clone "601" [5]. (b) Preparation of 

labeled and biotinilated construct. Isolated 601 sequence was modified with Alexa Fluor 488 
and biotin via PCR.  
 

The sequence was amplified by PCR using Alexa Fluor 488 modified and biotinylated 

primers. The labeling efficiency and emission brightness of donor dye attached to 

DNA was checked through absorption and emission spectrum.  

 

Ensemble FRET  
Prior to single molecular experiments, ensemble FRET was examined. We determined 

the efficiency of Förster resonance energy transfer using serial dilutions of FRET 

partners and ATP. FRET was calculated as: 

        (Eq.1) 

where EFRET is FRET efficacy, FD(A) is fluorescence of donor in the presence of 

acceptor and FD is fluorescence of donor without acceptor. The emission spectra of 

donor were corrected for dilution, quenching and direct excitation of acceptor. With 

increasing molar excess of protein to DNA (1:1, 6:1 and 11:1), FRET efficiency 

asymptotically approached ~25%. Ensemble FRET was not sensitive to ATP 

concentration and stood constant over time. 

Ensemble measurements were performed using a Shimadzu fluorometer model 

RF/5301PC. The sample was excited at 488 nm and emission spectra were measured 

between 495 and 700 nm at room temperature. 
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Single-molecule experiments 

DNA immobilization  
Glass cover slip surfaces were cleaned and prepared using a method of Ha and co-

workers [6]. Cover slips were incubated with Vectabond reagent (Vector Laboratories, 

Burlingame, USA) according to the manufacturer‘s instructions after which they were 

coated with 25% (w/v) polyethyleneglycol succinimidyl ester (PEG-NHS, Rapp 

Polymere, Tubingen, Germany) and 0.25% (w/v) biotinylated-PEG-NHS (Rapp 

Polymere) in 0.1M sodium bicarbonate (pH 8.3) for 3 h in order to eliminate non-

specific adsorption of proteins. The functionalized surface was then rinsed with 10 mM 

Tris, pH 7.4 and incubated with 0.2 mg/ml Immunopure-streptavidin (Pierce 

Biotechnology, Rockford, USA) in the same buffer for 1 h and rinsed with 3 x 400 μl 

of buffer A (25 mM Tris acetate, pH 8.0 with 8 mM magnesium acetate, 100 mM KCl, 

1 mM dithiothreitol, and 3.5% (w/v) poly-ethylene glycol 6000). Excess buffer was 

blotted away and Alexa Fluor 488 labeled, biotinylated DNA in buffer A was applied to 

the surface and allowed to bind for 30 min. Excess unbound DNA was then removed 

by blotting and rinsing with three times 400 μl of buffer A. Density of immobilized 

DNA molecules on cover slip was optimized (Figure 3) using final concentration of 

158 nM. To avoid photo-destruction, we held samples in anti-photobleaching cocktail; 

1.25 mM propyl gallate, 5 mM DTT, 5 mM cysteamine, 1.5 mM β-mercaptoethanol 

[7] [8]. 

 
Figure 3: DNA immobilization procedure optimization. DNA concentration of 158 nmol gave 
satisfactory results with distinguishable molecules in sufficient quantity (other examined 
concentration: 15.8 and 3.2 nmol). (c) Box and whisker plot (median, 25

th
, 75

th 
percentiles, 

extreme data points) optimized DNA concentration. (a) Representative TIRFM image of sample 

prepared with opt. DNA concentration and laser power 1.6 mW. Single spots representing 

individual molecules appeared in donor channel with minimal leak to acceptor channel (b) 
Analyzed molecules showed single step photobleaching behaviour typical for single molecule 

fluorescence. 
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SpFRET total internal reflection fluorescence microscopy  
TIRF enables simultaneous detection of immobilized single molecules since it 

eliminates background from bulk solution. The collected images were processed in 

MATLAB (MathWorks) to yield FRET efficiencies as a function of time for each 

molecule. The efficiency of energy transfer was calculated as FRET proximity ratio: 

 ,         (Eq.2) 

where P is proximity ratio, IA and ID are the corrected acceptor and donor signals, 

respectively, in each integration time [9]. Single molecular experiments were 

performed on custom build TIRFM FRET instrument. The set-up is equipped with a 

high numerical aperture (NA) microscope objective (100x, 1.45 NA infinity corrected 

oil immersion Plan-Fluar, Zeiss, Germany), Coherent Sapphire 488 nm excitation laser 

and electron-multiplying charge-coupled-device camera (EM-CCD, iXon, Andor 

Technology) with suitable filter set spectrally splitting the photon stream into donor 

and acceptor channels. More  detailed  description  of   the  instrument can be found in 

Gell‘s book [10]. The repetition rate of image collection was 5 frames per second. For 

single molecule FRET experiments, we optimized the protein concentration to 333 

nmol, at this value, acceptor signal was optimal and background from the bulk solution 

was still minimal. 

 

Results and discussion 
When examining immobilized labeled DNA molecules alone, significant signal 

appeared only in donor channel, after addition of labeled protein, spatially correlated 

spots appeared also in acceptor channel (Figure 4). The proximity ratios calculated 

from the time trajectories corresponding to the correlated spots showed stable FRET 

values and single, rarely double step photobleaching.  

 
(b)     (a) 

Figure 4: Total internal reflection fluorescence microscopy of immobilized DNA molecules 

labeled with donor dye and bound CHD4 labeled with acceptor. (a) The two spectral channels 
show the same area of a sample recorded simultaneously for green (Alexa Fluor 488) and red 
(Alexa Fluor 594) fluorescence. Spatially correlated features were observed, they are 

highlighted with coloured circles. (b) In the upper part, there are intensity trajectories 
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processed from a TIRFM recorded image sequence. The anticorrelation of donor and acceptor 
emission is clearly visible. Single step acceptor photobleaching was captured at the 14

th
 

second. At this point red (acceptor) fluorescence intensity falls down (photobleaches) and 
green (donor) signal increases, as the energy transfer is interrupted. This is also recorded by 

proximity ratio time trajectory (bottom part), as a transition from values fluctuating about 0.85 

to effectively zero. 
 

The above results indicated that no stepping or translocation events occurred 

without ATP. This was expected, as CHD4 is ATP driven translocase, therefore we 

titrated labeled and immobilized DNA protein complexes with increasing 

concentration of ATP and searched for stepping pattern in proximity ratio resulting 

from the protein moving along DNA. Stepping trajectories such as that shown in 

Figure 5 can be explored in terms of translocation direction, dwell time, translocation 

time and the step size (Figure 5).  

 
(a) (b) 

 
Figure 5: (a) Manual detection of dwell and translocation times. Dwell time (∆t1) represents 

waiting time till next step occurs. Translocation time (∆t2) represents time necessary to 

translocate during one step without waiting period. This particular time trajectory captured 
one immobilized DNA molecule with bound CHD4 after addition of 1 mM ATP. Three proximity 
ratio levels were occupied (0.75, 0.54 and 0.27), CHD4 construct translocated to proximity 

ratio 0.75, then moves to 0.54, then back to 0.75, back to 0.54, again to 0.75, back to 0.54, than 
to 0.27 and then the protein moved out of range of this FRET pair coverage. ∆P1 and ∆P1 

represent difference in proximity ratio within closest occupied proximity levels. (b) Scheme of 

bidirectional translocation consistent with the time trajectory in (a). Labeled DNA is 
represented by a black solid L-shaped line with a yellow star (Alexa Fluor 488) and labeled 
CHD4 construct by a green circle, three detected positions are highlighted with grey zones, 

arrows represent the direction of translocation.  
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Figure 6: Time trajectories of FRET proximity 
ratio show step behaviour in the presence of ATP. 

Without ATP, trajectories have simple flat profiles. 
Multiple steps were observed only when ATP was 

added. Representative trajectories for particular 

ATP concentrations (100 nm, 1 mM and 3 mM) 
are shown. Major part of trajectories showed 
bidirectional steps. 

 

We processed all trajectories, collecting dwell 

times, translocation times and step sizes 

(Figure 5). Counter intuitively, with 

increasing ATP concentration we observed an 

increase in the dwell time and also in the 

translocation time (Figure 7(a) and 7(b)). 

From the FRET trajectories, it is clear that 

CHD4 behaves as a bidirectional translocase 

(Figure 5 and 6). Using Förster radius of 60 

Å, the translocation step size was estimated 

as 8.4 ± 0.9 Å (mean ± standard deviation). 

The axial rise per residue for the b-form DNA 

is 3.34 Å thus we estimated the step size to 2-

3 base pairs.  

 

 

 

 

 
 

Figure 7: Kinetic characteristics of CHD4 DNA interaction when titrated with ATP. a) Dwell 

time increased with increasing ATP concentration. b) Translocation time increased with 
increasing ATP concentration. 

 

From the presented experimental results, we can conclude that binding of 

CHD4 to DNA is not ATP-dependent, since molecules of labeled protein were visible 
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after addition of CHD4 only without ATP.  

On the other hand translocation of CHD4 along DNA molecule is ATP-driven. 

Without ATP, no steps in FRET trajectories were detected. After addition of ATP, 

trajectories showed stepping behaviour, typical for movement of molecular machine. 

From the proximity ratio steps, the directionality of CHD4 as translocase can 

be detected. As these steps were detected in both directions i.e. towards 5‘ end and also 

3‘ end of DNA, CHD4 seems to be bidirectional translocase. Translocation step size 

was estimated to be 2-3 base pairs per step.  

Hence we can summarize that CHD4 protein without phosphorylation moves 

along DNA in both directions as molecular motor driven by symmetric chemical 

potential. Its localization/immobilization at particular foci as in case of double-

stranded break signalization and repair is probably controlled by posttranslational 

modifications as phosphorylation or interaction with other proteins or modified 

histones, creating a particular functional complex. 
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2.4.  Study of the MS2 phage assembly mechanisms using FCS.  
Second half of final report from FEBS sponsored stay at the Astbury Centre for Structural 

Molecular Biology, the University of Leeds in 2010. 

 

Output: 

Poster:  

"Exploring the mechanism of single-stranded RNA virus assembly using single 

molecule spectroscopy and ion mobility spectrometry-mass-spectrometry"; 3rd 

Mathematical Virology Workshop, 16th - 20th August 2010 Ambleside, UK 
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Study of the MS2 phage assembly mechanisms using 

fluorescence correlation spectroscopy 
 

Abstract 
Bacteriophage MS2 serves as a model for the assembly of other single-stranded RNA 

viruses. Capsid assembly is non-equilibrium heterogeneous process involving 

intermediated states. Most of the methods previously used to follow this process (e.g. 

electron microscopy and dynamic light scattering) have biased sensitivity towards 

differently sized components of the assembly reaction and they demand relatively high 

concentration of capsid protein. To overcome these limitations, we employed 

Fluorescence Correlation Spectroscopy (FCS) as a highly sensitive real-time method to 

resolve the assembly of viral capsids. We further tested two statistical methods: 

probability distribution fitting and singular value decomposition to evaluate the 

progress and outcome of capsid assembly, as detected via FCS. FCS was sensitive 

enough to observe a temporary kinetic trap. Use of advanced data processing is 

necessary to reveal the time dependent changes of stoichiometry of individual 

assembly components.  

 

Introduction 
Single-stranded RNA (ssRNA) viruses are complex RNA processing systems that 

perform packaging, replication and transcription of their genomes. Many of these 

viruses (e.g. human rhinovirus causing common cold, also poliovirus) pose a menace 

to mankind having a great social and economic impact (e.g. foot and mouth disease 

virus). Understanding mechanisms underlying ssRNA virus assembly can help to 

define new antiviral drug targets for different viral diseases and provide new tools for 

design and testing. Moreover, the assembly models might be used for creation of a new 

nanostructure and viral capsids are currently under investigations as vehicles for 

targeted drug delivery and vaccine development. 

Due to the extensive biochemical and structural information available, MS2 

bacteriophage is one of the best characterized virus assembly models. MS2 is a 

member of the Leviviridae family of viruses that infect male Escherichia coli cells via 

an initial attachment to the bacterial F-pilus. 

MS2 has a single-stranded, positive-sense RNA genome of 3569 nucleotides 

that encodes four gene products: coat protein (CP), replicase, lysis protein and 

maturation protein. CP is the most highly expressed of the gene products and 180 

copies assemble to form an icosahedral protein shell that encapsidates the genome in 

the mature virion. A single copy of the maturation protein is also incorporated into the 

virion and during infection binds to the F-pilus of target cells. The main chain of the 

coat protein (CP) has a ten-stranded antiparallel beta sandwich at the N-terminus 

followed by a kinked alpha -helix at the C-terminus. The C-terminal alpha-helices of 

two CP monomers interdigitate to form a non-covalent stable dimer (CP2) (Figure 1). 

The dimer can be isolated from the virion by acid dissociation and constitute the 

building block for self-assembly in vitro. In the T=3 capsid, the CP is found in three 
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distinct conformations, termed A, B and C, consistent with the quasi-equivalent 

symmetry required to construct a T=3 structure. The capsids contain two types of 

dimer: an asymmetric A/B dimer, and a symmetric C/C dimer (Figure 1(b)). 

It was shown that capsid reassembly can be triggered in vitro by a sequence-

specific RNA-protein interaction [1]. Acid disassembled CP protein which forms 

dimers can bind a stem-loop RNA called TR of 19 nucleotides from the MS2 phage 

genomic sequence initiating virus assembly process. RNA-protein binding thus 

achieves two functions via a single molecular recognition event: translational 

repression of the replicase and creation of an assembly competent A/B dimer complex 

on the viral RNA [1] [2]. 

Using non-covalent mass spectrometry it was demonstrated that the CP2 TR-

RNA complex is kinetically trapped, i.e. that it is unable to assemble beyond this point 

in the absence of other molecular species [2]. The effect of the trap can be relieved by 

subsequent addition of RNA-free CP2 to this complex, resulting in the rapid 

appearance of higher-order assembly intermediates [3]. Equivalent behaviour can be 

observed when recombinant T=3 shells are analyzed [1]. This result suggested that the 

RNA-free and bound forms of CP2 were different conformers, in particular that they 

mimicked the symmetric (C/C) and the asymmetric (A/B) conformers needed to define 

the T=3 shell [1]. 

Overall, the simplified assembly model for the MS2 phage can be shown as on 

Figure 1(a). A pair of C/C-subunits (top left, shaded pink) binds a TR-RNA resulting in 

a conformational switch into an A/B-like asymmetric dimer (shaded green and blue). 

This complex binds an additional C/C-like dimmer creating the first higher order 

intermediate on the pathway to capsid formation. A variety of sub-pathways involving 

addition of CP dimers (arrows) can then generate the major assigned intermediate 

comprising the first 3-fold axis of the virus particle. 

 

    
   a)      b) 

Figure 1: Model for the initiation of T=3 capsid assembly. In the right panel: Structures of the 

C/C (blue) and A/B (red/green) MS2 quasi-equivalent CP dimers. The TR-RNA (yellow stick 

model) is shown bound to the A/B dimer. Both images adapted from Rolfsson et al [2]. 
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From previous work, it appears that no substantial assembly beyond the initial 

RNA-coat protein dimer complex occurs up to five minutes [4] [5]. Several techniques 

have been applied to follow virus assembly in real time. Among them are Ion-Mobility 

ElectroSpray-Ionisation Mass Spectrometry (IM-ESI-MS) [6] [7], light scattering [2] 

[8] and Dynamic Light Scattering (DLS) [9] [10]. The main disadvantage of these 

techniques is their biased sensitivity towards differently sized components of the 

assembly reaction and the need for relatively high protein concentrations. Under those 

conditions the protein-protein interactions dominate over RNA-protein recognition. 

Therefore, these techniques do not give relevant stoichiometric data about different 

intermediates during the assembly process and obscure the role of RNA in the 

assembly mechanism. Other, indispensable, drawback of these methods comprises the 

inherent impossibility to employ them in in vivo environment. 

To overcome this disadvantage we utilized Fluorescence Correlation 

Spectroscopy (FCS) [11] to follow the MS2 assembly in real time. Its high sensitivity, 

low required concentrations, and the very small observed volume offer an effective 

tool to obtain assembly kinetics. FCS relies on measurement of diffusion time 

(~hydrodynamic radius, Rh) of fluorescently labelled particles passing through the 

confocal volume. Moreover the technique is not seriously affected by the presence of 

various unlabeled molecules or molecular complexes. This feature has facilitated FCS 

applications within living cells [12]. 

The result of a typical FCS experiment is an AutoCorrelation Function (ACF) 

which reflects fluctuations due to diffusion and certain photophysical processes such as 

triplet state formation. In order to extract meaningful information such as the 

hydrodynamic radius it is necessary to fit ACF to a model parametric function 

accounting for all these processes. This usually allows for one or two species with 

distinct Rh to be identified. Nevertheless this standard approach to FCS data 

processing does not provide full information about highly heterogeneous systems such 

as assembly reactions. Therefore a novel approach was needed.  

In this work we have collected time resolved FCS data of MS2 assembly and explored 

three approaches to ACF decomposition:   

 

1) Regularized Inverse Laplace Transform (RILT) procedure that computes a 

probability distribution of diffusion times consistent with the ACF data  

2) Two-state system model. Simple model testing hypothesis, that no 

detectable intermediates are present in the capsid assembly time 

progression. 

3) Singular Value Decomposition (SVD), matrix factorisation based on linear 

algebra, which can reveal the information about the minimum number of 

components explaining the system at given noise level and concentration 

loadings of these components. 
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Material and methods 
My contribution to this project consisted of development of a mathematical software 

package for data processing of FCS record of the time assembly series, software 

testing and data analysis. Biochemical part of work, EM and FCS measurements were 

done by Msc. Alexander Borodavka from Dr. Tuma's lab. 

Distribution fitting by regularized inverse Laplace transform 
FCS gives us the molecular diffusion times and with known confocal volume, we can 

calculate the hydrodynamic radius, thus derive the size of the diffusing particles (e.g. 

assembly intermediates). Because the assembly reaction is not synchronized, a 

complex mixture of different sizes ranging from the coat dimer up to the complete 

capsids is expected. In such a mixture of particles with different diffusion coefficients, 

the ACF is a sum of the contributions of the individual species.  

Mathematical approach we utilized for obtaining a size distribution from a 

given ACF was regularized distribution fitting. This method relies on a customized 

inverse Laplace transform which is computed using a regularized least squares 

procedure. The FCS autocorrelation function can be approximated by an integral over 

the diffusion times in this form:  

        1,
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,   (Eq.1) 

where G(τ) is autocorrelation function of fluorescence intensity time fluctuation, β is 

amplitude of the triplet term, λ is the triplet relaxation rate, N is mean number of 

particles in the excitation volume element, The ρ(τdiff) is desired normalized 

distribution, τdiff is diffusion time, τ is macrotime and g(τ, τdiff) is the core term 

expressing diffusion part of ACF defined by equation: 
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where Κ2 is the axial ratio of the confocal volume, z0/w0, where w0 and z0 are the half-

widths of the focus in the x–y plane, and in the z-direction, respectively. Κ2 was 

determined experimentally from diffusion of the free dye Rhodamine G.  

The task is to find the inversion of the integral transformation in Eq. (1), 

obtaining the distribution ρ(τdiff) from a measured, often noisy ACF. Inversion 

problems of this kind are known to be highly ill-posed, i.e. an infinite number of 

solutions compatible with experimental data exists, which may deviate considerably 

from each other. However, the distribution ρ(τdiff) in Eq. (1) is positive (i.e. negative 

values are not allowed) and additive. For finding such a distribution function that is 

physically reasonable and compatible with the data, a variety of regularization methods 

exist [13]. Regularization in our routine is based on minimization of the second 

derivative of distribution vector with weight, which is square of chosen regularization 

parameter (adopted from Provencher [14]). Minimized term (I) is: 

gLI Re ,         (Eq.3) 

where L is the likelihood of the fit, given by the sum of the squared deviations of the 

model points from the data (M points): 
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and Reg is so called regularizor: 

    
2

diff

2
Re  Rrwg ,      (Eq.5) 

where α is the regularisation parameter, w are weights, r is second derivative of ρ(τdiff) 

and R is a matrix determining the form of the regularizor. With higher regularization 

parameter, the resulting distribution is smoother and regular. Weights can be also 

sensitive to signal to noise ratio (SNR) in different parts of the ACF curve. 

Similar method was previously successfully used for DLS data processing [15]. 

The lack of this approach for FCS data analysis has been chiefly due to the 

complications arising from the non-diffusional variables of ACF such as triplet 

relaxation time (β) , triplet amplitude (λ) and number of molecules in focal volume (N) 

(see Eq. (1)). This flaw was solved by built in subroutines utilizing discrete nonlinear 

parametric fit of particular ACF, which gives discrete values for non-diffusional 

variables [13].  These subroutines can call fits with single or multiple diffusion time 

components. 

 

Two-state system model 
In the absence of detectable intermediates the composition of a dynamic system at any 

time can be described as a superposition of the starting and the final state.  

In our particular case this means that each of the ACF shall be a linear 

combination of the starting (t=0) ACF (CP2:TR RNA + addition of excess of CP2) and 

the end point (t=∞), representing capsids. In matrix formulation: 

 



0

ICI ,         (Eq.6) 

where matrix I0∞ contains the two row vectors corresponding to I(0) and I(∞), C is the 

unknown matrix containing the respective concentrations and I contains the measured 

FCS data. The unknown concentrations can be obtained by standard linear least-

squares procedure (T indicates matrix transposition): 

  1T00T0 
 IIIIC .        (Eq.7) 

And the reconstructed data I‘ could be obtained by substituting the concentration 

matrix obtained from least-square procedure into Eq. 6. From the difference I-I' 

compared with noise, we evaluated, whether the two states are sufficient to explain the 

system.  

 

Singular value decomposition 
The SVD theorem states that for a real m by n matrix, here I (m×n) representing set of 

collected ACFs (Figure 5), there exist orthogonal matrices U (m×m) and V (n×n) such 

as: 

SVIU
T

 ,         (Eq.8) 

where T indicates matrix transposition, S is a diagonal matrix with decreasing non-

negative diagonal values. Selecting only a limited number (k) of s values and setting 

the rest to zero suffices to approximate I with a matrix I(1:k) of rank k. The effective 

rank is equal to the number of linearly independent components that are sufficient to 
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approximate the whole data set within the set error, i.e. noise level [17].  

 

Results and discussion 
 

RILT distribution fitting 
The RILT procedure was tested on free dye (Alexa Fluor 488) and purified reaction 

components (CP2, CP2:TR complex and fully assembled capsids). The distribution 

maxima (upper panel of Figure 2) did not significantly differ from single component 

discrete fits. After successful testing, we employed the routine to process capsid 

assembly time series. During the reassembly process, the distribution broadened and 

additional peaks occurred (lower panel of Figure 2). 

 

 
Figure 2: Upper panel. Diffusion time distributions of free Alexa Fluor 488 (black curve), CP2 
(red curve), CP2:TR-RNA complex (green curve) and purified capsids (blue curve). The 

distributions of purified components of assembly reaction are fully distinguishable. The 

diffusion times represented by their peak maxima correspond to the discrete fit results. Lower 
panel. Diffusion time distributions of representative assembly times after initiation of 
reassembly by adding of excess of CP to the kinetically trapped CP2:TR-RNA complex, 0 min – 

black curve, 55 min – red curve, 111 min – green curve. Diffusion times corresponding to 
individual components are highlighted by vertical lines. Experimental data were noisy, 
therefore higher regularisation parameter (α=0.7) was required to obtain stable solution. 
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Figure 3: Electron Microscopy examination of labeled MS2 assembly. Micrographs of 
dissociated coat protein (CP) and assembly mixture; 45, 120 and 240 minutes after assembly 

initiation.  

 

As seen in the Figure 2, the distributions in the assembly series can be 

explained by a combination of contributions from dimers and fully assembled capsids 

with a small contribution from intermediates. Assembly kinetics can be derived by 

simple extraction of the peak intensity for each distinct component (see Figure 4(a)).  

 

Initial CP2 TR-RNA concentration affects capsid formation kinetics 
Current results (Figure 4(a)) confirm the sensitivity of the assembly time-trace to the 

initial assembly component stoichiometry. Two initial concentrations of the coat 

protein were employed and resulted in dataset 1 and 2, respectively (Figure 4). System 

with the higher initial concentration resulted in a reversible temporary kinetic trap 

(transient lag phase). After leaving the kinetic trap, the system progressed to 

completion. This illustrates that the method is sensitive to delineate complex kinetic 

behaviour.  

Resulting assembly time progression was also investigated by Electron 

Microscopy (EM) (see Figure 3). EM roughly confirms the process estimated by RILT. 

Nevertheless, the presence and nature of intermediates cannot be directly derived from 

the RILT procedure. This is due to the noise affecting the data, adherent to usage of 

higher regularisation parameter; hence we tested different data processing methods 

based on linear algebra. Such methods should first of all answer the question whether 

the time resolved data set contains enough information to delineate any assembly 

intermediates.  
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     (a)     (b) 
Figure 4: Calculated changes of capsid fraction over the time. (a) Two assembly time series 

with different initial concentration of CP2 and TR-RNA computed from RILT-derived 
distributions. (b) Right panel shows ACFs from the middle part of the assembly time series (in 
blue box) as an illustration of the significant difference in the diffusion time. System with 

higher initial concentration of CP2 TR-RNA (red curve), on average 1.5 molecules in confocal 
volume; second shown dataset (black curve) had 0.9 molecules per confocal volume. Their 
time-traces split about the 20

th
 minute from the assembly start, where the sample with higher 

initial concentration falls into the kinetics trap.  

 

Two-state system model 
To prove existence of detectable intermediates in the capsid assembly, we tested simple 

two-state system model. In the absence of intermediates, system can be described as a 

superposition of the starting and the final state, i.e. initial assembly mixture and 

assembled capsids (see Eq. 6 and 7). From the difference between fitted model and raw 

experimental data (Figure 5) compared with noise level, we evaluated, whether the 

two-state model is sufficient to explain the system progression (see Figure 6).  

As seen in Figure 6 two state model did not satisfactorily explain the data, thus 

other components, representing species with intermediate particle sizes should be 

added. The total number of detectable species is equal to the effective rank of the data 

matrix I which can be determined by SVD [16]. 
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Figure 5: Representative set of experimentally collected time resolved ACFs during assembly. 

 

 
Figure 6: Difference of measured and least-square two-state fitted data. The main discrepancy 
is visible in the triplet region; nevertheless differences higher than noise are located also in the 
diffusion region 0.1-1 ms. 
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Singular value decomposition 
In order to examine whether the FCS data contain contributions from intermediates 

and to estimate their concentration loadings we used singular value decomposition 

analysis. In our experiments it was sufficient to include three to four components to 

describe the set of time resolved autocorrelation functions (Figure 7). 

 

 
Figure 7: Plot of singular values. The dotted line represents the experimental noise level 
estimated from repeated collections of the purified fully assembled capsid. Only singular values 
higher than noise were considered in further analysis. 

 

From SVD vectors to physically meaningful ACFs and concentration 

loadings 
 
SVD yields the linearly independent components which in their original orthogonal 

form are devoid of physical meaning. For example, their values alternate between 

positive and negative and do not directly represent physically meaningful ACF curves 

or concentration loadings (Figure 8).  

 

 
(a) (b) 

 
Figure 8: Raw SVD vectors with three factors included for the dataset with higher initial 

concentration. (A) Concentration (factor) loadings. (B) ACF factors.  
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However, the SVD scattering vectors represent a convenient orthogonal basis for 

obtaining a plausible and physically meaningful set of ACF curves as their linear 

combination. Constrained least squares method and 3D rotation were used to obtain 

ACF factors and concentration loadings which were non-negative to within the noise 

level (Figure 9). Rotation is a form of linear combination, frequently used with factor 

analysis and related statistical methods. Obtained results were in good agreement with 

output of RILT analysis (compare Figure 4(a) and 9(c)).  

 

 

 
(a)                                                             (b) 

(c) 

 
Figure 9: SVD analysis of dataset with different initial concentration of assembly mixture. SVD 
was calculated with three factors, first representing CP2 (black), second for intermediates 
(blue) and third for fully assembled capsids (red). SVD output was rotated, until non-negative, 

physically meaningful result was found. (a) Loading of rotated factors of more concentrated 
sample. (b) Rotated ACFs corresponding to (a). (c) Time-resolved formation of capsids. The 

same datasets as in previous RILT analysis were tested. Sample with higher concentration was 

again kinetically trapped (red line). The similarity in trend and shape of curves is obvious 
(compare with Figure 4(a)). 
 

SVD computed and rotated ACFs can be further analysed with RILT procedure to 

provide diffusion time distributions (Figure 10). RILT procedure of linearly 

independent components (ACFs) calculated by SVD shows three distinct distributions. 

First and third distribution, corresponding to CP2 (blue) and capsids (green), 

respectively, has two separated peaks (Figure 10). CP2 distribution is shifted to shorter 

diffusion times and second peak of capsid component is broader. Second distribution, 
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corresponding to intermediates shows three clearly separated peaks of which the 

middle likely represents the average size of the intermediates.  

 
Figure 10: Probability distributions of diffusion times calculated from rotated SVD generated 
factors. The second factor (red line) is assigned to intermediates, first factor (blue line) to 

initial mixture and third (green line) to fully assembled capsids. Compared with distribution 

derived directly from measured ACFs, new peak at 240 μs appeared in the probability 
distribution derived from the second factor generated by rotated SVD. 

 

Conclusions 
FCS has been successfully applied in investigation of virus capsid assembly. FCS was 

sensitive enough to observe a temporary kinetic trap. Use of advanced data processing 

is necessary to reveal the time dependent changes of stoichiometry of individual 

assembly components.  

The distribution calculated with the RILT method was stable and the average 

size of the particles calculated from the effective diffusion time was in good agreement 

with the data determined using the discrete-component fit for the test cases. Main 

advantage of RILT procedure lies in fact that it gives diffusion time distribution of 

each measured assembly step or component. Nevertheless RILT does not necessarily 

directly reveal the true concentration loading of the intermediates.  

SVD, on the other hand, quickly reveals concentration loading of each detected 

factor. The SVD concentration factor loading agrees with assembly time traces 

obtained from RILT procedure. 

Combination of both methods seems to be most promising, it can benefit from 

the capability of SVD to follow the loading of individual assembly factors and the 

probability distribution of SVD derived ACF's diffusion times. Both procedures 

utilizing FCS experimental data provide comparable results in accord with results 

obtained by EM or MS. 
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Abstract 
Fluorescence resonance energy transfer (FRET) under in vivo conditions is a well-

established technique for the evaluation of populations of protein bound/unbound 

nucleic acid (NA) molecules or NA hybridization kinetics. However, in vivo FRET has 

not been applied to in vivo quantitative conformational analysis of NA thus far. Here 

we explored parameters critical for characterization of NA structure using single-pair 

(sp)FRET in the complex cellular environment of a living Escherichia coli cell. Our 

measurements showed that the fluorophore properties in the cellular environment 

differed from those acquired under in vitro conditions. The precision for the interprobe 

distance determination from FRET efficiency values acquired in vivo was found lower 

(∼31%) compared to that acquired in diluted buffers (13%). Our numerical 

simulations suggest that despite its low precision, the in-cell FRET measurements can 

be successfully applied to discriminate among various structural models. The main 

advantage of the in-cell spFRET setup presented here over other established techniques 

allowing conformational analysis in vivo is that it allows investigation of NA structure 

in various cell types and in a native cellular environment, which is not disturbed by 

either introduced bulk NA or by the use of chemical transfectants.  

 

Introduction 
Inside a living cell, nucleic acids (NA) are exposed to a very complex environment and 

their structures are, depending on their sequence, modulated by non-specific factors 

such as viscosity, molecular crowding or by specific interactions with ions and small 

molecular weight compounds (1). While the complexity of the intracellular 

environment as a general property of every living organism is generally appreciated, 

there is a lack of appropriate tools to analyze NA structures in a cellular context.  

The first attempt to characterize nucleic acid structures at high resolution under 

native conditions was recently performed by Hansel et al. using nuclear magnetic 

resonance (NMR) spectroscopy inside living Xenopus laevis oocytes (2). Recently, 
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Krstic et al. extended the technique of the in-cell NMR to pulsed electron–electron 

double-resonance (PELDOR) spectroscopy (3). In both techniques, exogenous 

DNA/RNA constructs were mechanically introduced into the X. laevis oocytes/eggs, 

followed by NMR or PELDOR investigations. Although both methods provide unique 

information on NA structure ‗in living cells‘, this phrase does not necessarily mean ‗in 

a native cellular environment‘. Due to the low inherent sensitivity of NMR and 

PELDOR detection and high cellular background, the methods require unnaturally 

large quantities (∼250–500 µM) of exogenous NA to be deposited into the cells (2,3). 

As illustrated in Figure 1, the number of NA base-pairs deposited into the cell for the 

in-cell NMR/PELDOR experiments was more than 15 000 times higher than the 

number of base-pairs in the genomic DNA (2–4). Although the injected cells for in-cell 

NMR/PELDOR experiments are viable, the addition of such a high concentration of 

NA might modulate the intracellular environment and bias the structural readout. In 

practical terms, applications of in-cell NMR and PELDOR spectroscopy are presently 

limited to X. laevis oocytes and eggs, which are large enough to allow for the 

introduction of high concentrations of exogenous NA via injection (2–4).  

 

 
Figure 1. 
 Schematic representation of requirements of in-cell NMR/PELDOR and in-cell spFRET on 

concentration of the exogenous NA introduced into cellular environment. The concentrations 
are displayed relative to average size of genomic DNA of E. coli and X. laevis.  

 

Undoubtedly, the development of new techniques that would allow characterization of 

NA structure under physiological conditions in vivo is of general interest. Ideally, such 

techniques would avoid the deposition of large quantities of NA in the cellular 

environment, allow measurements in a variety of cell types and provide 

complementary information to the existing techniques of in-cell NMR and PELDOR.  

One of the most obvious candidates among the available methods that in 

principle allow quantitative characterization of NA structure under native conditions is 

fluorescence resonance energy transfer (FRET) (5–7). FRET has been successfully 

used to obtain quantitative long-range information on NA structure under in vitro 

conditions (8–11). A number of studies also demonstrated that FRET measurements 

could be performed inside living cells (12–14). Although these state-of-the-art in vivo 

FRET applications are currently limited to the evaluation of populations of protein 

bound/unbound NA molecules or NA–NA hybridization kinetics and usually require 

the introduction of a bulk amount of fluorescently labeled NA into cells with the use of 

chemical transfectants, they clearly reveal the potential for quantitative 

characterization of nucleic acid structure using in vivo FRET (12–16). Rapid advances 
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in live-cell imaging, demonstrated e.g. by direct observation of the kinetics of 

transcription of single nascent mRNA molecules (17), have now enabled acquiring 

quantitative FRET data in living cells at single molecule level.  

Here, we explored the possibility of quantitative characterization of nucleic 

acid structure inside living cells at the single-molecule level using single-pair FRET 

(spFRET). The proposed approach avoids the need to introduce bulk amounts of DNA 

into the cells and the use of chemical transfectants, which both disturb composition of 

the intracellular environment. The parameters critical for characterization of NA 

structure using spFRET were evaluated for the ATTO-680/ATTO-740 donor–acceptor 

system based on the experimentally determined variation of FRET efficiencies for a 

series of terminally labeled DNA duplexes with a length of 8–18 bp, both in vitro and 

in vivo, in Escherichia coli cells. The application potential and limitations of in-cell 

spFRET for structural analysis of NA are discussed.  

 

Materials and methods 
DNA constructs 
Unmodified DNA oligonucleotides were purchased from Generi-Biotech (Hradec 

Kralove, Czech Republic). Fluorescently labeled DNA oligonucleotides coupled with 

fluorescent dyes ATTO680 and ATTO740 (ATTO-TEC GmbH) via flexible C6 linkers 

at the 5′-termini were purchased from Sigma-Aldrich. Table 1 lists the DNA constructs 

used in this study. For both in vitro and in vivo spFRET measurements, both single-

stranded DNA conjugated either with ATTO 680 or ATTO 740 was dissolved in buffer 

A (0.01% Tween 20, 200 µm sodium L-ascorbate, 0.3 mM EDTA, 10 mM TRIS, pH 

7.4). Subsequently, the ATTO680–DNA was mixed with ATTO740–DNA of 

corresponding size at a ratio of 1:1.15. To allow annealing of complementary strands, 

the mixture was heated to 95°C for 5 min and left to slowly cool to room temperature.  
 

Table 1. 

DNA constructs employed for spFRET measurements 
 

DNA length [bp] ATTO680-5′ -> 3′ ATTO740-5′ -> 3 

8 CCTGCAGG CCTGCAGG 

10 CCTGCAGTGG CCACTGCAGG 

12 CCTGCAGTACGG CCGTACTGCAGG 

14 CCTGCACGACCTGG CCAGGTCGTGCAGG 

16 CCTGCACGACCTGTGG CCACAGGTCGTGCAGG 

 

Absorption and fluorescence spectroscopy 
Absorption and emission spectra were acquired at room temperature in a 10-mm silica 

glass cuvette in buffer A at DNA concentrations of 0.1 and 10 µM for measurements of 

fluorescence and absorption, respectively. Emission spectra were recorded on a 

Fluorolog spectrofluorometer (SPEX, USA). A Raman emitter RS 664 LP (679–

1497 nm) was used to filter emission spectra from the excitation light. The absorption 

spectra were recorded on a UV300 spectrophotometer (Spectronic Unicam, UK).  
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Circular dichroism spectroscopy 
Circular dichroism (CD) spectra were acquired on a JASCO J-715 spectropolarimeter 

(JASCO Corporation, Tokyo, Japan) in 10-mm silica glass cuvettes at room 

temperature. The CD spectra were acquired in buffer A at a DNA concentration of 

10 µM. The melting temperatures of the DNA constructs were determined by the 

temperature dependence of the molar ellipticity in the global minimum of the CD 

spectra. A thermostatic water bath combined with a thermoelectric Peltier device was 

used to control the temperature. The individual points of the melting curve were 

collected after 15 min of temperature equilibration at each temperature step.  

 

Time-resolved fluorescence anisotropy 
Time-resolved fluorescence anisotropy decay measurements were performed to 

evaluate the rotational mobility of the donor and acceptor fluorophores. The anisotropy 

decay r(t) was constructed from polarized intensity decays as 

        (Eq.1)  

where I|| and I⊥ are the intensity decays recorded with the emission polarizer oriented 

parallel or perpendicular, respectively, relative to the vertically polarized excitations 

and G is the detector correction factor.  

Fluorescence anisotropy measurements were performed in buffer A at a DNA 

concentration of 0.1 μM. The fluorescence anisotropy measurements were performed 

with a modified instrumental setup as for lifetime measurements (vide infra) with the 

addition of a Glan–Taylor prism to separate the two mutually perpendicular 

polarization channels and an additional avalanche photo diode (SPCM-AQR-16) used 

to detect the second polarization channel.  

The instrument response function was deconvoluted from the lifetime decays of the 

fluorophores, and the decays were fitted using a Fluofit module (18) of Matlab 

(Mathworks, USA). In most cases, one short decay component, not related to donor 

excited-state lifetime, was used to eliminate the direct acceptor excitation and scattered 

excitation light in the cellular environment. The collected lifetime probability 

distribution functions were analyzed through the maximum likelihood estimation with 

the Matlab function ‗gmdistribution.fit‘, with the multi-component distribution 

analysis providing the means, covariance and logarithmic likelihood of the fit.  

Time-resolved fluorescence anisotropy decays were fitted to a model consisting of the 

sum of two exponentials, one accounting for the fast local motion of the fluorophore 

and one accounting for the slow global tumbling of the entire molecule: 

    (Eq.2)  

The parameters βF, βS, αF and αS characterize the amplitudes and rotational correlation 

times of fast (F) and slow (S) motion, respectively.  
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Time-resolved in vitro FRET measurements and Förster radius 
determination  
The in vitro FRET efficiencies were measured using the time-resolved method for the 

ensemble of molecules (19). Acquired FRET efficiencies were translated into 

interprobe distances using Supplementary Equation S1. The Förster radius in 

Supplementary Equation S1 was calculated from the experimentally acquired medium 

refractive index, the extinction coefficient of the acceptor, the fluorescence quantum 

yield of the donor, the orientation factor κ2 and the overlap integral of FRET pair 

spectra in buffer A (Supplementary Table S3). Quantum yield of ATTO680 was 

determined relative to Rhodamine B according to the procedure of Williams et al. (20). 

The emission spectra used to determine the quantum yield were corrected for detection 

efficiency in different spectral regions. The extinction coefficient of the acceptor in 

buffer A/lysate was estimated from absorbancies acquired for various dilutions of the 

acceptor in buffer A/lysate relative to the absorbance of the ATTO740 dissolved in 

water using Lambert–Beer equation (all the measurements were conducted in the linear 

region of the detector) (Supplementary Table S3). Extinction coefficient of the 

ATTO740 in water was provided by manufacturer (ATTO-TEC, Germany).  

The orientation factor, κ2, was estimated from the steady-state fluorescence 

anisotropies following the procedure of Dale et al. (21) (Supplementary Figure S1) 

using a single nano-positioning system according to the approach described by 

Muschielok et al. (22). Estimation of κ2 from the steady-state anisotropies was 

preferred to that one based on time-resolved anisotropy although resulting estimate is 

usually less precise (23). The reasons for this choice were anomalous characteristics of 

time-resolved anisotropies in crude bacterial lysate lacking exponential decays 

(Supplementary Figure S3).  

 

FRET data processing 
The most likely donor and acceptor positions and their uncertainties in all the 

terminally labeled DNA constructs were calculated using the Nano Positioning System 

(NPS) incorporated in FRETnps Tools (22). The probability distribution function 

(PDF) of acceptor position was derived from FRET measured efficiencies and from the 

accessible volume (AV) of donor dye simulated according the procedure of Sindbert et 

al. (23). In agreement with in vitro CD data, the canonical B-DNA model with defined 

attachment points for acceptor and donor along with the knowledge of the length 

(20 Å) and width (4.5 Å) of the flexible C6 linker was used in the simulation of the AV 

for both dyes (23). As the manufacturer has not yet published the structures of the 

ATTO680 and ATTO740 dyes, each dye was approximated by sphere with a diameter 

of 5 Å in the AV simulations.  

 

Incorporation of DNA into E. coli cells  
The BL21 StarTM(DE3)plysS One Shot (Invitrogen, US) strain of E. coli was used for 

all in vivo FRET measurements. The DNA constructs were introduced into E. coli cells 

using heat shock with an optimized protocol allowing the introduction of one to five 

DNA molecules per cell (for details see Supplementary Data). After DNA 

incorporation, the cells were washed three times in PBS buffer (137 mM NaCl, 2.7 mM 
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KCl, 10 mM Na2 HPO4, 1.8 mM KH2PO4, pH 7.4) to remove the extracellular, 

unincorporated DNA constructs. Subsequently, the transfected cells were immobilized 

in a thin layer of polyvinyl alcohol (MW 145 000, 98% hydrolyzed, Merck) using the 

spin-coating method (24).  

The information on the number of molecules per cell was obtained via visual 

counting. This approach was made possible by exploiting the element that extends the 

depth of focus of the microscope objective (EDOF), as described in Fessl et al. (25). 

When using this element, the setup can also detect molecules that are out of focus 

using the plane microscope objective. Such defocused molecules increase the 

fluorescence background and might contaminate measured fluorescence lifetime 

decays. The EDOF element was therefore used to optimize the procedure for the 

incorporation of single DNA molecules into the cells.  

 

Single-pair time-resolved in-cell FRET measurements 
Escherichia coli cells with incorporated DNA constructs were immobilized in a thin 

layer of PVA. Intracellular fluorophores were localized and individual molecules were 

spatially separated by slits in an imaging spectrograph. The lifetimes of single 

constructs were examined. Lifetime histograms were created from approximately 60 

molecules for each oligonucleotide length.  

The values of EFRET were measured using the time-resolved method as 

        (Eq.3)  

where τ ′D and τD are the donor fluorescence lifetimes in the presence and absence of an 

acceptor, respectively.  

The single-pair time-resolved FRET measurements were performed using a setup 

composed of an inverted Olympus IX70 microscope, Triax 320 imaging spectrograph 

with back-illuminated liquid nitrogen-cooled CCD camera (Spectrum One, Jobin 

Yvon, 2048 × 512 pixels, pixel size 13.5 × 13.5 μm) and a picosecond-pulse laser diode 

module (PicoQuant LDH-D-C-640) that generated pulses at 640 nm with linear 

polarization as an excitation source. The microscope was equipped with an objective 

providing 100× magnification (Olympus, NA of 1.35, UplanApo), an Olympus filter 

cube (Olympus, Japan) containing a Raman emitter RS 664 LP (679.3–1497.7 nm), 

and a donor bandpass BrightLine HC 720/13 and HC-Laser Clean-up MaxDiode 640/8 

(Semrock, Germany). For measurements of the fluorescence lifetimes, a time-

correlated single photon counting avalanche photodiode (Perkin Elmer, SPCM-AQR-

16) was attached to the side exit of the Triax monochromator (Jobin Yvon Inc., USA). 

The samples were excited at 640 nm by a total internal reflection prism (25). Acquired 

in-cell FRET efficiencies were evaluated in terms of the most likely donor and 

acceptor positions and their uncertainties using the same procedure as described for in 

vitro data. However, in contrast to in vitro FRET evaluation, the Förster radius 

constructed from the medium refractive index, the extinction coefficient of the 

acceptor, the fluorescence quantum yield of the donor, the orientation factor κ2 and the 

overlap integral of FRET pair spectra all acquired in crude bacterial lysate was 

employed for EFRET-distance conversion.  
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Preparation of the bacterial lysate 

Bacteria were cultivated following the same procedure as for single molecule 

experiments in a total volume of 1 l. To wash the cells from the cultivation medium, 

the cell suspension was pelleted via centrifugation at 4°C for 10 min at 4500g. The 

supernatant was removed and the cell pellet was resuspended in 200 ml of ice-cold 

PBS buffer. This procedure was repeated three times with fresh PBS. Following the 

last step of centrifugation, the PBS buffer was removed and a semi-dry bacterial pellet 

was obtained. To obtain the bacterial lysate, the bacterial pellet was sonicated on ice. 

Cell debris from the crude cell homogenate was removed by centrifugation at 4°C for 

1 h at 23 500g. The supernatant, herein referred as bacterial lysate, was used for FRET 

measurements.  

 

Results 
 

ATTO680 and ATTO740 do not affect helical conformation of DNA 
In general, the principal disadvantage of the FRET technique is the required presence 

of donor and acceptor fluorophore tags on a probed NA fragment. In principle, these 

tags might interact with NA fragments and influence both the structure of the NA 

fragment under study and affect the mobility of fluorophores, which biases the 

interpretation of EFRET via modulation of the orientation factor, κ2 (Supplementary 

Equation S5). To evaluate the potential interference of ATTO680 and ATTO740 

fluorophores with conformation of the DNA, the influence of the fluorophores on the 

conformation of the DNA was investigated using CD spectroscopy, thermo-melting 

analysis and time-resolved fluorescence anisotropy measurements.  

The comparison of CD spectra of unmodified DNA and DNA modified with 

ATTO680, ATTO740, and both ATTO680 and ATTO740 fluorophores suggested that 

ATTO680 and ATTO740 did not disturb the global helical geometry of the DNA 

construct (Supplementary Figure S2). For all the constructs, the CD spectra exhibited 

characteristic features corresponding to the B-form of DNA. Minor differences among 

the CD spectra, melting temperatures, and distinct kinetics of anisotropy decays 

between DNA–ATTO680 and DNA–ATTO740 suggested that while ATTO680 has free 

mobility and moderately promotes terminal base-pair opening, the mobility of 

ATTO740 is partially hindered due to stabilizing interaction with the DNA 

(Supplementary Figure S2–S3 and Supplementary Table S1).  

 

Modulation of EFRET in a DNA duplex series in vitro versus in vivo 
To evaluate both the potential of EFRET measurements for characterization of NA 

structure within a complex cellular environment and impact of the intracellular E. coli 

environment on helical geometry of our DNA constructs, the variations of EFRET for a 

series of five DNA duplexes of a length of 8–16 bp terminally labeled with 

ATTO680/ATTO740 fluorophores in free solution and in living E. coli cells were 

investigated (Supplementary Figure S4). The resulting EFRET, both in vitro and in vivo, 

were plotted as a function of the helix length in Figure 2. Overall, in vitro EFRET values 

decreased with helix length, yet there was an apparent local increase in EFRET at 10 bp.  
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Figure 2. 
(A) Simplified workflow of the in-cell spFRET experiment. Step 1—Bacterial cells were 
separately transformed with DNA constructs labeled with ATTO680 or with the complete FRET 

pair (ATTO680 and ATTO740). Step 2—Fluorescent molecules inside E. coli cells were 
localized. Left sub-figure shows transmission image of a bacterial cell with the introduced 
DNA. The sub-figure on the right is fluorescent image of the same cell. Step 3—Fluorescence 

lifetimes from the constructs labeled with the donor (ATTO680) and from the constructs labeled 
with the complete FRET pair (ATTO680 and ATTO740) were acquired and used for calculation 
of the FRET efficiencies (EFRET). (B) Modulation of EFRET in a duplex DNA series of variable 

length inside living bacterial cells (green line) versus corresponding modulation in vitro (blue 

line). The experimental data were fitted with spline. (C) A representative photon-trace from 
DNA construct labeled with the donor (ATTO680) inside E. coli cell showing single step 
photobleaching. The trace demonstrates that the fluorescence signal comes from single 

molecule.  
 

Based on the characteristic pattern of the CD spectrum (Supplementary Figure 

S2), the observed profile for EFRET dependence on helix length can be associated with 

helical parameters corresponding to the B-form of DNA.  

Analogously to the situation in vitro, the in vivo EFRET values decreased with 

helix length. However, in contrast to in vitro data, the EFRET values displayed a local 

maximum in EFRET at 12 bp (Figure 2). Comparison of the phase modulation between 

the in vivo and in vitro EFRET profiles suggested differences in either DNA helical 

geometry and/or effective relative orientations of the donor and acceptor transition 

dipole moments. In addition to the differences in phase modulation between in vivo 

and in vitro EFRET profiles, the in vivo EFRET values appeared systematically reduced in 

amplitude compared to the in vitro measurements. The reduced EFRET values indicated 

altered optical properties of environment and fluorophores inside the cells compared to 

those in the phosphate buffer used for in vitro measurements (Supplementary Equation 

S5). Indeed, the experimentally determined refractive index of the phosphate buffer, nin 

vitro = 1.33, was lower than the refractive index of the bacterial lysate, nin vivo = 1.40. 
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However, the difference in refractive indices accounted only for ∼40–50% of 

reduction in measured EFRET values based on the estimation from Supplementary 

Equation S2. The fact that the experimentally observed attenuation of EFRET was 

almost twice as much as it was expected to be based on the corrected refractive index 

suggests that the cellular environment influences optical properties of fluorophores.  

Altogether, the differences in EFRET amplitude and phase modulation between 

in vitro and in vivo data strongly indicate that for quantitative analysis of an NA 

structure inside living cells, alterations in both spectral properties of fluorophores and 

their linker lengths and flexibilities due to the cellular environment need to be 

considered in the process of the in-cell spFRET data analysis. As for the spectral 

properties of fluorophores, it is, unfortunately, experimentally impossible to acquire Q0 

and J (Supplementary Equation S5) in the context of an intact living cell due to 

technical difficulties with recording the absorbance spectra and quantum yield of 

individual molecules. Therefore, to account for altered spectral properties of 

fluorophores in a cellular environment, we acquired the extinction coefficient of the 

acceptor, the fluorescence quantum yield of the donor, the orientation factor and the 

overlap integral of the FRET pair using a bulk amount of DNA mixed with the crude 

lysate from bacterial cells. Quantitative agreement between the fluorophore emission 

spectra and lifetimes recorded both in vivo and in the crude bacterial lysate indicated 

that the fluorophores‘ spectral properties in the crude bacterial lysate were similar to 

those in intact living cells (Supplementary Figure S5 and Supplementary Table S4).  

The fluorophores‘ spectral properties and orientational factor from 

fluorescence anisotropies, both acquired in the bacterial lysate along with 

experimentally acquired refractive index of the bacterial lysate (see ‗Materials and 

Methods‘ section), were subsequently used to calculate Förster distance (R0), whose a 

priori knowledge is essential for interpretation of in-cell EFRET values in terms of 

interprobe distances (Supplementary Equations S1 and S5). Supplementary Figure S6 

shows the R0 distributions derived from measurements in crude bacterial lysate and 

diluted buffer. While the distribution of R0 in vitro was characterized by a median 

distance of R0 = 64.2 Å, and first and third quantiles of 60.1 and 69.5 Å, respectively, 

the distribution of R0 in the crude bacterial lysate was marked by a median distance of 

R0 = 47.1 Å, and first and third quantiles of 39.6 and 53.2 Å, respectively. Significantly 

broader distribution of R0 distances in the bacterial lysate is a consequence of higher 

fluorescence anisotropies of both dyes in this inherently heterogeneous environment 

that translates into larger variability of the orientational factor in bacterial lysate 

compared to that in the diluted solution. The large variability of the orientational factor 

is reflected in lower precision of distance determination from in vivo EFRET 

measurements compared to measurements under in vitro conditions. From R0 

distributions (Supplementary Figure S6), the precision for the interprobe distance 

determination from EFRET values was expected to be ∼13.9% and 31.4% for in vitro 

and in-cell data, respectively (Supplementary Equation S4).  
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Structural interpretation of in vivo spFRET data  
The double-helical DNA fragments of randomized sequences, analogous to those 

employed in our study, adopt B-DNA conformation in diluted aqueous solutions of 

monovalent ions (26,27). However, the same DNAs can undergo a B–A transition that 

is induced by a number of natively occurring agents, such as multivalent ions (28–30), 

osmolytes mimicking lower water content inside the cells (30–33) and proteins (34–

36).  

To assess which conformation the DNA adopts inside living prokaryotic cells, 

and simultaneously assess resolution power of the in-cell spFRET measurements, the 

derived R0 values from the crude bacterial homogenate were used to express 

experimentally acquired in-cell FRET efficiencies for a series of five DNA duplexes 

with a length of 8–16 bp in terms of the donor–acceptor PDF. Resulting interprobe 

distance PDFs for individual DNA constructs are shown in Figure 3. Experimentally 

acquired in-cell interprobe distance PDFs for individual constructs were then 

compared to corresponding PDFs that were simulated based on geometric AVs of 

fluorophores positioned on the canonical A- and B-form DNA models according to a 

recently proposed technique by Sindbert et al. (23). Comparison of the experimental 

interprobe distance PDFs derived from in-cell spFRET efficiencies along with 

simulated PDFs for A- and B-form of DNA are displayed in Figure 3. Statistical 

comparison between the experimental and model PDFs clearly indicated better 

agreement of in-cell spFRET experimental data with B-DNA compared to the A-DNA 

model (Table 2).  

 

 
 
Figure 3. 

(A) Left panel: Overlaps between interprobe distance PDFs derived from in-cell FRET 
measurements (blue line) and ‗in-cell‘ PDFs simulated using FRET NPS tools for A- (red line) 
and B-form (green line) of DNA. Right panel: Overlaps between PDFs derived from in vitro 

FRET measurements (blue line) and ‗in vitro‘ PDFs simulated for B-form of DNA. (B) and (C) 

AVs of ATTO680 (olive mesh) simulated for A-form and B-form DNA, respectively, and FRET 
derived and constrained positions of ATTO740 (blue spheres). Both simulations accounted for 
altered fluorophores properties in cellular environment. For details on the simulation 

approach, see ‗Materials and Methods‘ section.  
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Table 2. 
Probabilistic interpretation of the in-cell FRET data 

 

bp A-DNA B-DNA 

8 0.87 0.60 

10 0.92 0.81 

12 0.80 0.67 

14 0.51 0.39 

16 0.65 0.43 

 
Quantification of a distance between the ‗in-cell‘ PDFs simulated using FRET NPS tools (22) 
for A- and B-form of DNA and ‗reference‘ interprobe distance PDFs derived from in-cell FRET 
measurements using the Kolmogorov–Smirnov (KS) statistic. Identical distributions are marked 

by 0 value in the KS statistics. Note that B-DNA model has lower KS values compared to A-

DNA model for all the DNA constructs indicating the B-form of DNA to be a more likely 
conformation in intact bacterial cells compared to A-DNA. 

 

Discussion 
In the present study, we investigated the variation of EFRET for a series of five DNA 

duplexes with a length of 8–16 bp terminally labeled with ATTO680 and ATTO740 

donor–acceptor pair in a solution and in living E. coli cells. Our measurements showed 

that for the ATTO680/740 donor–acceptor system, the fluorophore properties in the 

cellular environment differed from those acquired under in vitro conditions. While it is 

experimentally impossible to acquire all spectral properties of the fluorophores for 

individual molecules under heterogeneous conditions of a living cell, our 

measurements indicated that these could be approximated by their measurements using 

a bulk amount of DNA mixed in a crude cellular homogenate.  

Comparison between in vitro R0 value distribution and that in crude bacterial 

lysate indicated that the precision for the interprobe distance determination from EFRET 

values acquired in vivo was significantly lower (∼31%) compared to that acquired in 

diluted buffers (∼13%).  

The low level of precision of in vivo-derived distances limits the ab initio 

structure analysis based on acquired in-cell EFRET data and makes NA structure 

characterization from in-cell FRET data dependent on probabilistic evaluation. Still, 

the in-cell EFRET data can be useful to assess the consistency of structural data acquired 

from EFRET values measured in a complex cellular environment with various structural 

models. Comparison of interprobe distance PDF derived from experimentally acquired 

EFRET values in intact bacterial cells and R0 values corresponding to crude bacterial 

homogenate with the simulated PDFs corresponding to A- and B-forms of DNA 

indicated the B-form of DNA to be a more likely conformation in intact bacterial cells 

compared to A-DNA. This finding is in agreement with recent data on conformation of 

double-helical DNA oligonucleotides inside living eukaryotic cells derived using 

pulsed electron–electron double-resonance spectroscopy (3,4). 

Considering the inherently low precision of in-cell spFRET measurements, we 

attempted to assess the application potential of the in-cell spFRET for structural 
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analysis of NAs. We simulated several typical situations encountered in DNA structure 

analysis such as B–A and B–Z transitions, or structural deformations in DNA due to 

oxidative DNA damage, protein–DNA binding or DNA–drug interactions (for details 

see Supplementary Figure S7). Using nano-positional models for fluorophore locations 

derived based on structural information from the PDB database and the derived 

precision of interprobe distance determination under in-cell-like conditions, we 

constructed the model interprobe distance PDFs. Comparison of the model interprobe 

distance PDFs for B- and Z-DNA, as well as for B-DNA and DNA containing α-

anomeric adenosine, which are representative of the damaged right-handed double-

helical DNA marked by a minor groove bend, revealed that the structural changes 

corresponding to the B–Z transition or the structural DNA damage couldn‘t be readily 

resolved using in-cell spFRET measurements (Supplementary Figure S7 and 

Supplementary Table S5). However, comparison between the model PDFs for DNA 

bound to protein, namely E. coli endonuclease IV, or to base-binding drugs, namely 2-

amino-1-methyl-6-phenylimidazo[4,5-2 B]pyridine and cisplatin, and PDF for a naked 

DNA revealed the same or larger differences than observed for analyzed B–A 

transition (Supplementary Table S5), which is suggestive that in-cell spFRET could 

find its applications in structural studies involving DNA–drug and/or protein binding. 

Nevertheless, the low resolving power of in-cell EFRET implies that for unbiased in vivo 

structural analysis of NAs, the in-cell FRET should be combined with other in vivo 

high-resolution techniques such as in-cell NMR or PELDOR (2–4).  

Table 3 compares limitations and application potential of the in-cell spFRET 

with other established techniques for in vivo structural characterization of DNA, 

namely in-cell NMR and in-cell PELDOR. While both in-cell NMR and PELDOR 

have higher resolution and precision, respectively, compared to in-cell spFRET, their 

main drawback lies in the requirement of ultra-high concentrations of exogenous NA 

that needs to be deposited into the living cells (Figure 1). At the moment, the 

requirement of ultra-high concentration of exogenous NA for in-cell NMR and 

PELDOR represents the main source of controversy in the field of cellular structural 

biology of NAs, as the introduced bulk amount of NA might alter the environmental 

conditions in the cell and, therefore, affect the structure of the studied molecule. One 

of the known artifacts of the ultra-high concentration of introduced DNA is the 

dimerization of double-stranded DNA fragments introduced in X. laevis cells (3). This 

artifact would be naturally avoided in the in-cell spFRET setup.  

Another consequence of the required ultra-high concentrations of exogenous 

NA for in-cell NMR and PELDOR is that these techniques are currently limited to X. 

laevis oocytes and eggs, which are large cells that can be mechanically injected with 

bulk amount of DNA. In contrast to in-cell NMR and PELDOR, the in-cell spFRET 

measurements can in principle be performed in both prokaryotic as well as eukaryotic 

cells. To demonstrate that the in-cell spFRET setup is compatible not only with E. coli 

cells but also with mammalian cells, we performed in-cell spFRET measurements in 

human epitheloid carcinoma (HeLa) cells (Supplementary Figure S9). One of the 

foreseen applications of the in-cell FRET thus could be its use for studies aimed at 

evaluating the influence of cell-type specific environments on DNA structure. In this 

respect, however, it needs to be emphasized that not all cell types are amenable to in-

cell spFRET measurement. The cell-type choice for in-cell spFRET is generally 
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limited by three factors: the cell‘s autofluorescence, light scattering, and size. For 

example, large cells, such as the X. laevis oocytes/eggs used for in-cell 

NMR/PELDOR, cannot readily be used for in-cell spFRET measurements because 

they have high autofluorescence and their size allows focusing only on single 

molecules close to the cell surface.  

 
Table 3. 
A comparison of in-cell spFRET with other techniques for the in vivo structural 
characterization of DNA  

 

 
In-cell NMR In-cell PELDOR In-cell spFRET 

Disturbance of native 
environment 

Yes Yes No 

Cell type X. laevis egg/oocyte  X. laevis egg/oocyte  
E. coli, mammalian 
cellsa 

Toxicity 
Sequence 
dependentb 

Sequence 
dependentb 

No 

Subcellular localization Nucleus/cytosolc Nucleus/cytosolc Nucleusd 

Tag requirement No Yes Yes 

Measurement time span Hours < 70 mine Hours 

Structural informationf Short-range Long-range Long-range 
 

a
Illustrated here for human epitheloid carcinoma (HeLa) cells (Supplementary Figure S9).  

b
See the text for details.  

c
For both in-cell NMR and PELDOR, the issue of the intracellular localization of introduced 

DNA has not been properly addressed in the literature. In X. laevis, localization experiments 

using fluorescently-labeled DNA mini-haiprin suggest that ∼90% of introduced DNA is 

localized in the nucleus and ∼10% in the cytosol (41).  
d
Applies for mammalian cells (37–40).  

e
Ref (3,4,42).  

f
Short-range—typically < 5 Å; long range—typically < 50 Å. 

 

One of the important advantages of the in-cell spFRET (in eukaryotic cells) 

over both in-cell NMR/PELDOR is physiologically relevant localization of the 

introduced DNA. Under native conditions, i.e. inside living cell, the DNA is localized 

in the nucleus. Although low concentrations of exogenous DNA introduced into cell‘s 

cytoplasm tend to spontaneously localize and concentrate in the nucleus (37–40), the 

nuclei of X. laevis oocytes seems unable to accommodate the large quantities of 

introduced DNA that are required for both in-cell NMR and PELDOR measurements 

(41). Consequently, the structural information acquired from in-cell NMR/PELDOR is 

a superposition of information from both the physiologically relevant nucleus and the 

non-physiologically relevant cytosol (for details see Table 3).  

Abstracting from the requirement that an ultra-high concentration of DNA be 

deposited into the interior of the cells and from the restriction to the X. laevis system, 

the in-cell PELDOR represents an analogy to the proposed in-cell FRET technique. 

Both in-cell spFRET and PELDOR provide long-range structural information. Both 
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techniques also require the attachment of reporter tags, namely, fluorophores for FRET 

and radicals for PELDOR. However, compared with in-cell PELDOR, the in-cell 

spFRET setup offers one particularly important advantage, namely extended 

measurement time. Whereas the in-cell spFRET measurement time is primarily limited 

by the life span of the cell (typically several hours for the ATTO680/ATTO740 donor–

acceptor system used in this study), the in-cell PELDOR measurement time is typically 

limited to ∼70 min due to the rapid reduction of the spin labels by the cellular 

environment (3,4,42).  

Last but not least, the introduction of exogenous NA into cells at the single-

molecule level is non-toxic to the cells. While the introduction of single molecules into 

the cell does not impose any toxicity to the cell regardless of the nature of the nucleic 

acid fragment, it was observed by our group (unpublished data) and others (43) that the 

introduction of large quantities of specific DNA motifs might be toxic to the cells. 

Although reduction of the amount of DNA can diminish its toxicity, the DNA 

concentrations required to avoid toxicity are far below the detection limits of both in-

cell NMR and in-cell PELDOR. In this respect, the in-cell spFRET might be regarded 

as the only alternative to study DNA molecules that display toxicity at high 

concentrations.  

Taken together, the inherent lack of precision appears to be the main 

disadvantage of in-cell spFRET. Future development of the in-cell spFRET technique 

thus should include surveying the effect of the cellular environment on other donor–

acceptor systems with particular attention paid to anchoring fluorophores to the NAs to 

increase precision of interprobe distance determination based on in-cell spFRET data.  

Nonetheless, the fact that the FRET measurements in vivo can be achieved on 

single molecules makes the in-cell spFRET the only technique allowing in vivo 

quantitative characterization of NA structure without significant disturbance of the 

native cellular environment. Performing quantitative spFRET measurements compared 

to bulk in-cell FRET measurements avoids the need to introduce bulk amounts of DNA 

into the cells and the use of chemical transfectants, which both disturb composition of 

the intracellular environment. Given the unique features of the in-cell spFRET setup, 

this technique has the potential to become an important tool to investigate the role of 

intracellular environment composition variations on the structure of NA through the 

cell-cycle progression.  
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3. Conclusions 
SMFD techniques offer genuine detection possibilities that are often inaccessible using 

ensemble methods. This was demonstrated in three projects investigating translocation 

activity of CHD4 protein, analysis of MS2 phage capsid assembly and in-cell 

characterization of DNA structure. In another project, binding interactions between 

two fluorescent probes and a short oligonucleotide were characterized. Knowledge of 

such information is valuable for FRET applications 

 

SMFD instrument upgrade 

Imaging of small objects such as individual molecules in bacterial cells is 

difficult due to the lateral resolution, but also due to the lack of sufficient axial depth 

of focus. The second condition allows having the full cell volume focused 

simultaneously. We implemented an optical real-time technique of extension in the 

depth of focus that can be incorporated in any high numerical aperture microscope set-

up. This technique can be used for imaging of individual molecules, especially inside 

live cells. The resulting optical element was integrated into a single-molecule optical 

system. We subsequently demonstrated an improvement in the depth of focus while 

maintaining the same lateral resolution. 

Later, we used this element to optimize the incorporation of labeled 

oligonucleotides into E. coli cells. Due to the extension in focal depth, we were able to 

detect virtually all fluorescent molecules within the volume of an E. coli cell, and 

hence find the proper incorporation conditions and minimize the portion of background 

which is otherwise formed by molecules out of focus. 

During my Ph.D. study I also participated in an upgrade of the existing steady-

state SMFD instrument to time-resolved apparatus with the capability to detect two-

channel time-resolved photon streams. Time-resolved apparatus can be utilized to 

detect robust lifetime-based FRET and time-resolved fluorescence anisotropy. 

 

DNA-probe binding interaction 

For quantitative FRET applications, it is crucial to precisely characterize the 

interaction of fluorescent probes with the probed biomolecule. We investigated 

noncovalent binding interactions between a short B-DNA oligonucleotide and 

terminally attached nonfluorescent quencher QSY 21 and Rhodamine 6G. Using 

molecular dynamics and ab initio quantum chemical calculations, we have found that 

QSY 21 has two binding motifs. In the first motif, the central xanthene ring (with 

transition absorption dipole) is stacked on one base of the adjacent cytosine–guanine 

DNA base pair, whereas one of the 2, 3-dihydro-1-indolyl aromatic side rings is 

stacked on the other base. In the second motif, the QSY 21 stacking interaction with 

the DNA base pair is mediated only by one of the side rings. Several transitions 

between the motifs were observed during a molecular dynamics simulation. The ab 

initio calculations showed that none of these motifs is energetically preferred.  

Two binding motifs were also found for Rhodamine 6G, with the xanthene ring 

stacked predominantly on either the cytosine or on the guanine. Our results suggest 

that the side rings of QSY 21 play a crucial role in its stacking on the DNA and 

indicate a novel binding mode absent in the case of Rhodamine 6G, which lacks 
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aromatic side rings. Besides this we characterized the position of the probe with 

respect to the DNA molecule. These DNA – probe interactions must be considered 

within quantitative FRET analysis to increase the distance determination accuracy and 

to minimize possible misinterpretations. 

 

Translocation activity of CHD4 protein at single-molecule level 

An exclusive feature of SMFD tools is that synchronization of individual 

enzymatic processes and action of molecular motors is not needed. We utilized this 

feature on the characterization of translocation activity of CHD4 chromatin remodeler. 

SpFRET was employed to investigate CHD4 translocation, revealing step size, 

directionality of translocation and the ATP dependence of the whole action. 

From the presented spFRET data, we suggest that binding of CHD4 to DNA is 

not ATP dependent. This was supported by an ensemble FRET experiment where after 

addition of ATP no measurable change in FRET efficiency appeared. By contrast, 

translocation of CHD4 along a DNA molecule seems to be ATP driven, since after 

addition of ATP, spFRET time trajectories exhibited stepping behavior, typical for the 

movement of a molecular machine. From the proximity ratio steps, the translocation 

directionality of CHD4 can be qualified. As these steps were detected in both 

directions i.e. towards the 5‘ end and also the 3‘ end of DNA, we propose that CHD4 is 

a bidirectional translocase. The size of the translocation step was estimated to 2-3 

DNA base pairs.  

We propose that the CHD4 protein without modification moves along DNA in 

both directions as a molecular motor driven by symmetric chemical potential. Its 

localization at particular loci, such as during double strand break signalization and 

repair, is probably controlled by post-translational modifications, or by interaction with 

other proteins or modified histones, creating a functional complex. 

 

FCS analysis of MS2 phage capsid assembly 

Molecular biology benefits from the ability of SMFD to investigate statistical 

distributions, which can be followed in a long time scale. We used FCS to monitor the 

assembly of MS2 bacteriophage capsids. Here, we employed FCS to follow changes in 

the diffusion coefficient of intermediates during the assembly pathway from initial 

components (capsid proteins and trRNA) to fully assembled MS2 capsids.  

However, since FCS is not strictly single-molecule technique, it does not give 

direct statistical distributions. Use of advanced data processing is necessary to reveal 

the time dependent changes of stoichiometry of individual assembly components. 

Hence, we applied singular value decomposition and regularized inverse Laplace 

distribution fitting and compared their outputs.  

Both methods were sensitive enough to observe a temporary kinetic trap and 

provided comparable results according to data obtained by electron microscopy or 

mass spectrometry. The main advantage of this distribution fitting procedure is in 

characterization of diffusion times gathered for every single measured assembly step 

and purified component. Thus during the progression of the assembly reaction we can 

analyze changes in diffusion times (~size) of growing capsid intermediates and 

observe decreasing concentration of initial components, while the concentration of 

capsid is increasing. Nevertheless this method is time demanding and does not 
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necessarily reveal the true and unique concentration loading of the intermediates.  

By contrast, singular value decomposition quickly reveals concentration 

loading of each detected factor (component). A combination of both methods seems to 

be most promising. It benefits from the capability of singular value decomposition to 

follow loading of individual assembly factors, which were beforehand determined by 

the probability distribution fitting of measured data.  

 

In-cell characterization of DNA structure 

SMFD techniques offer unique possibilities to non-invasively probe 

biomolecular structure and function in their native environment. Furthermore 

biomolecules can be probed with respect to their localization, for example proteins can 

be tracked and probed during their passage through different cellular compartments 

and DNA properties can be investigated inside prokaryotic cells or localized in the 

nucleus of eukaryotic cells. Moreover, SMFD techniques allow timing of biomolecular 

studies; thus biomolecules can be studied in a particular phase of cell cycle.  

Here we explored parameters critical for characterization of nucleic acid 

structure using spFRET inside living E. coli cells. These parameters involve mainly 

spectroscopic properties of both fluorophores forming the FRET pair. Our 

measurements showed that the fluorophore properties in the cellular environment 

differed from those acquired under in vitro conditions. The precision for the interprobe 

distance determination from FRET efficiency values acquired in vivo was found to be 

lower   (~ 31%) compared to that acquired in diluted buffer (13%). Our data suggest 

that despite its low precision, the in-cell FRET measurements can be successfully 

applied to discriminate among various structural models.  
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