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 Introduction 
The planet Earth is ruled by the unseen majority, the microorganisms, which belong to all three 

domains of life – Archaea, Bacteria, and Eukaryotes. Microorganisms probably evolved more than 3.5 
billion years and colonized all possible habitats due to their astonishing metabolic versatility and 
unique adaptive mechanisms. They outnumber macroorganisms both in cell numbers and in diversity 
(species richness) by orders of magnitude and are estimated to comprise up to 50% of the biomass on 
Earth (Whitman et al., 1998). 

How to study microbial diversity, activity, and interactions in complex environments? Already 
more than 50 years ago, Robert E. Hungate defined the fundamental questions to be answered in a 
complete ecological analysis of natural habitat: 
- “What kinds and numbers of organisms are present?...This involves identification, 

classification, and enumeration. 
- What are their activities? ... A complete determination of activities necessitates a complete 

knowledge of the environment. 
- To what extent are their activities performed? ...This involves a quantitative measurement of 

the entire complex as well as its individual components. ..." (Hungate, 1960). 
 

 
Before the introduction of cultivation-independent technologies, microbial ecologists were not 

aware of the microbial diversity "out there". Torsvik et al. (1990) showed in their study on soil microbial 
communities that an unexpectedly high number of microbial species was present in the DNA extracted 
from a grassland soil. With cultivation-independent technologies such as 16S rRNA gene (BOX 1), 
quantitative PCR (qPCR, BOX 2), fluorescence in situ hybridization (FISH) and metagenomics new 
dimensions in the characterization of complex microbial communities were reached. The large-scale 
sequencing approaches using DNA that was directly isolated from the natural environment allowed 
the discovery of many novel genes independent of cultivation efforts (Venter et al., 2004). 

One of the most diverse and complex environments on Earth is soil. A single gram of soil 
contains billions of bacterial, archaeal and eukaryotic cells with dozens of distinct functional guilds 
(Torsvik and Øvreås, 2002) which have an indispensable ecological function in the global cycles of  

BOX 1: Analysis of the microbial community by high-throughput targeted gene sequencing 
The first next-generation sequencing (NGS) technology was introduced by Roche Life Sciences in 2005 and was able to generate approx. 
106 reads of the length 700bp with the Titanium chemistry. Today, the most commonly used platform is Illumina technology based on 
sequencing by synthesis (SBS). For example, the Illumina sequencer HiSeq 4000 can produce 109 reads in one run, which allows scientists 
to analyze hundreds of samples in parallel. The procedure is as follows: After DNA or RNA extraction, the specific target genes are 
amplified by PCR (e.g. 16SrRNA gen for bacteria). Before sequencing, the unique sequence (usually 10-12bp long) is ligated to amplicons 
in each sample. These „barcodes“ allow the separation (demultiplexing) of raw reads into the original samples. Then the barcoded 
amplicons from different samples are pooled equimolar together. After obtaining the raw demultiplexed sequences in fastq format (the 
original fasta text format with included quality information they need to be quality checked. Reads with low quality (under the defined 
quality threshold) are discarded and only high-quality reads are sent for downstream analyses. These include forward and reverse read 
merging, trimming to the same length, clustering based on sequence similarity (97% similarity for operational taxonomic unit (OTU) 
clustering (Edgar, 2010) or 100% similarity for amplicon variants (AV)). Several bioinformatic tools are available of which usearch v11 
(Edgar, 2010), dada2 (R based pipeline, (Callahan et al., 2016) 
and deblur (Amir et al., 2017) are commonly used because they 
precisely determine the species diversity in a defined (mock) 
community. After the OTU/AV clustering, the OTU/AV table is 
created by the bioinformatics algorithm, in which columns 
represent samples and rows relative abundances of individual 
OTUs/AVs in each sample. The taxonomy is assigned to each 
OTU/AV. There are other bioinformatic tools such as PICRUSt 
(Douglas et al., 2018), FAPROTAX (Louca et al., 2016) or 
FunGene (Fish et al., 2013), which are able to translate the 
OTU/AV tables and generate functional tables. 
OTUs/AVs can be also related with each other (e.g. using 
Spearman, Pearson correlations, Bray-Curtis dissimilarity, etc.) 
and their relationships can be visualized by network analysis 
(e.g. using Connet package under the Cytoscape environment 
(Smoot et al., 2011), or corrr and igraph library under the R 
environment). 

Complex microbial community

Extracted and purified DNA

Amplification and 
sequencing of 16S rRNA gene

>OTU 1
TACGTAGGCAGCAAGCGTTGTTCGGAATTACTGG
GCGTAAAGAGTGTGTAGGCGGT
>OTU 2
AACGTAGGAGGCGAGCGTTATCCGGATTTACTG
GGTGTAAAGCGCGTGCAGGCGGC
>OTU 3
TACGAAGGGGGCTAGCGTTGTTCGGAATTACTG
GGCGTAAAGGGCGCGTAGGCGGT

Sequence analyses and 
OTU/AV clustering

OTU/AV classification by 
using databases

- PICRUSt
- FAPROTAX

Predicting functional
potential of microbial

communities

Functional potential
Relative abundance 

and taxonomy

Microbial network analysis
(Connet, R librariers)
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carbon (C), nitrogen (N) and other elements. 
The diversity of soil microorganisms, both 
phylogenetic and functional, is enormous due to the 
immense spatial heterogeneity of soil, where steep 
physicochemical gradients create specific niches for 
distinct microbial taxa with diverse functions on 
micrometer scales to macroscales. Microorganisms in 
soil live mostly attached to soil particles and although 
their abundance is enormous, they colonize a very low 
fraction of soil surface (Young and Crawford, 2004) 
and they usually live in separated colonies („microbial 
villages“, Wilpiszeski et al., 2019). 

Looking from the perspective of the unicellular 
microorganism, the soil is a harsh and extreme 
environment. All imaginable factors affecting 
microbial life can change in very short spatiotemporal 
scales and microbe have to be able to get along with it 
or it will dye. Without knowing the microbial diversity 
one would say that they do not have any other option. 
But they have. Microbes are unlike higher organisms 
exceptional, however, not all of them. Several 
microbial taxa like Actinobacteria have the third 
option which allows them to survive harsh conditions 
in specific dormant structures called endospores. 

The basic and most important factors 
influencing the spatiotemporal changes in 
composition and activity of soil microorganisms are 
temperature, soil moisture (affecting the O2 and 
nutrient availability), pH and organic matter (OM) 
content and composition. These factors, however,  
rarely act independently. 

Temperature influences microbial life through 
the stimulation or repression of enzyme activities. 
Every microbe has its typical range of temperatures in 
which it can grow and perform metabolic 
transformations of the compounds from the 
environment. The minimum temperature defines the 
lowest limit where microbes can maintain the basic 
metabolism of the cell. The factors controlling the microbial minimum growth temperature are 
probably connected with the functioning of the cytoplasmic membrane which governs the transport 
of essential nutrients to cell enzymes. The lower limits of microbial growth and CO2 production were -
12°C and -40°C, respectively (Panikov et al., 2006). As temperatures rise, the rate of enzymatic 
reactions increases and growth and microbial respiration becomes faster. However, above a certain 
temperature, proteins and enzymes may be irreversibly damaged and microbe quickly dies. For every 
microorganism, there is a minimum temperature below which growth is not possible, an optimum 
temperature at which growth is most rapid, and a maximum temperature above which growth is not 
possible. These three temperatures called “cardinal temperatures (CT)”, are characteristic for any 
given microorganism and can differ dramatically and reflect temperature optima of enzymes catalyzing 
essential biochemical reactions of cell metabolism. In a complex environment like soil, the changes in 
temperature may not always lead to expected responses based on general assumptions (Arrhenius, 
1896) which may be valid for simple systems but can be hardly predictable in complex soil environment 

BOX 2: Gene quantification by qPCR 
The principle of quantitative polymerase reaction (real-time 
PCR, qPCR) is a rapid and precise determination of PCR 
products after each PCR cycle. The detection of the amount 
of PCR products is based on the measurement of the 
fluorescence intensity change during amplification. For this 
reason, either non-specific fluorescence dyes or specific 
probes are added to the reaction mixture during the 
preparation of PCR reaction. Thermocycler equipped with 
the fluorescence detector excites and determines the 
fluorescence of the dye attached to the DNA (i.e. in case of 
SybrGreen dye) or after the liberation from the probe (i.e. in 
case of the TaqMan probes. The fluorescence detection is 
repeated after each cycle and data are visualized in the 
Amplification Plot. For absolute quantification of PCR 
products, it is also necessary to generate the standard 
(calibration) curve with a known amount of gene copies of 
interest using genomic DNA, plasmids with an inserted gen 
or PCR amplicon. 
The qPCR can detect even a very low number of gene copies 
present in the sample because their quantification is done in 
the exponential phase of amplification. Therefore, the qPCR 
is advantageously used for estimation of abundances of 
specific and often rare microbial functional groups involved 
in C and N cycles. For example, a number of gene copies of 
methyl coenzyme M reductase (mcrA gene) represent the 
abundance of methanogens, nifH gene is used for 
diazotrophs, nirK and nirS genes for denitrifiers. 
 

   
  

 

1. Dye (SybrGreen) in solution emits
low fluorescence

2. Emission of the fluorescence 
by binding

Amplification plot of the amoA gene. X axis - the cycle number 
(Ct), Y axis – the SybrGreen fluorescence after the correction to 
reference dye (ROX – carboxy-X-rhodamine). The dashed line 
shows the tershold in exponential phase of amplification 
where the quantity of studied gene is determined.

NH4
+NO3

- NO2
- urea

DNRA
(nrfA)

NH4
+ oxid. (amoA)

NO3
- red. (nirA)

NO2
- oxid. (nxrX)

NO
N2O

N2

Quantification of the key genes in N cycle
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where the changes in environmental conditions often lead to the shifts in individual microbial 
populations with different CT values (Peleg et al., 2012).  

It was also shown that the temperature responses can be significantly masked by other factors 
like nutrient availability (Hartley et al., 2007b), presence of plants (Hartley et al., 2007a), microbial 
community change (Vanhala et al., 2011), or geographical location (Karhu, 2010). The recent 
metastudy showed that soils from cold climatic regions and those with a high C:N ratio exhibited the 
strongest enhancing temperature responses (Karhu et al., 2014). It might be explained by the different 
temperature sensitivities of C and N processes and N availability may limit microbial activity in soils 
with high C:N. If the temperature sensitivities of key N-cycle processes are greater than some C-cycle 
processes (Billings and Ballantyne, 2013; Lehmeier et al., 2013), then it is possible that N availability 
may limit microbial activity following cooling, especially in soils with high C:N values. Temperature 
sensitivity and the response of microbial communities, therefore, significantly depends on the quality 
of organic matter, which is determined by the proportion of quickly recycled young and recalcitrant 
old C (Vanhala et al., 2011) and the amount of recalcitrant compounds, like lignin and polyphenolics 
(Northup et al., 1998). 

 

 
Nutrient availability in the soil can be also influenced by different moisture and O2 levels 

(Seneviratne et al., 2010). For example, upper soil layers are characterized by higher O2 availability 
with the majority of aerobic microorganisms. The aerobic processes are more energetically efficient, 
the processes in upper soil horizons are faster which leads to higher turnover rates of OM 
transformations (Strakova et al., 2011), and higher activities of soil enzymes (Burns et al., 2013, BOX 
3). Going deeper to the soil the microbial community shifts from the microaerophilic, facultatively 
aerobic to strictly anaerobic species. This continuum may be, however, disrupted by specific plants 
(e.g. Eriophorum vaginatum colonizing water-saturated peatlands). Organic matter in the soil is 
transformed in the cascade of aerobic and anaerobic metabolisms governed by distinct microbial 
populations. The fluctuations of moisture therefore significantly influence the composition and 
proportion of aerobic/anaerobic microorganisms in different soil layers and in some ecosystems like 
peatlands these changes may have consequences on the stability of OM and can influence the fluxes 
of CO2, CH4, and N2O gasses as the main products of aerobic and anaerobic metabolism of soil 
microorganisms.  

The soil pH strongly influences carbon, and nutrient availability (Lauber et al., 2009a), and the 
solubility of metals (Firestone et al., 1983; Flis et al., 1993) from which Fe and Al are probably the most 
important for microbial functioning. While Fe is the cofactor of oxidoreductases and its availability thus 
may influence the respiration efficiency of heterotrophic microbes, Al has a toxic effect on microbial 
cells (e.g. disruption of the cytoplasmic membrane transport at low pH (Piña and Cervantes, 1996)). 
There is also a strong direct pH effect on microbial metabolism. Microbial cells keep their internal pH 

BOX 3: Measuring of extracellular enzyme activities 
The determination of extracellular enzyme activities can be done using chromogenic or fluorogenic substrates. The enzymatic activity is 
usually determined in water (water extracts) or buffered extracts at the desired pH. Fluorogenic substrates are widely preferred because 
they are more sensitive and can be used directly in soil extracts. Two fluorogenic substrates (4-Methylumbelliferyl, MUF, and 7-Amido-4-
methylcoumarin, AMC) are attached to the defined substrate (e.g. phosphate in case of measuring phosphatase activity).  
When enzyme cleaves this bond, it liberates MUF/AMC which emits fluorescence. The whole process has been parallelized using 96 well 
plates and detected in microplate readers. When interpreting the data, it is necessary to take into account that we do not measure the 
activity of a single enzyme but always a mixture of isoenzymes. The fluorogenic substrates are used to determine the activity of hydrolytic 
enzymes gaining C, N, and P (e.g. cellobiosidases, aminopeptidases, phosphatases). Activities of lignin-degrading enzymes can be 
determined only with chromogenic substrates (L-dihydroxy 
phenylalanine (L-DOPA) for the determination of phenoloxidase 
activity). It is often useful to determine the kinetic parameters of 
the studied enzyme (i.e. Km and Vmax values) which characterize 
the substrate affinity and maximal potential enzyme activity. 
However, in soils, we measure the activity not only of the single 
enzyme but a mixture of isoenzymes catalyzing the same reaction 
but produced by distinct microorganisms. The Km and Vmax then 
should be interpreted as „apparent“ values (Sinsabaugh et al., 2014). 

 

1. Complex microbial
community

2. Extracellular
enzyme 
production

3. Determination of
enzyme activity
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close to neutral. Under extremely low or high pH in the environment (e.g. in acidified soils, peatlands, 
saline or extremely basic soils), the energy required for maintenance of “neutral” inner pH increases.  
Soil microorganisms vary in their tolerance to pH extremes. Therefore, soil pH control diversity, 
taxonomic composition of microbial communities and their bacterial and fungal proportion ratio (Arao, 
1999; Bååth and Anderson, 2003; Bardgett et al., 2001; Blagodatskaya and Anderson, 1998; Fierer and 
Jackson, 2006; Frostegård et al., 1993; Rousk et al., 2010a). Targeted gene sequencing (BOX 1) 
demonstrated a strong positive correlation between soil pH and microbial diversity at a continental 
scale (Lauber et al., 2009a), in Arctic tundra (Chu and Grogan, 2010), and across an experimental pH 
gradient within a single soil type (Rousk et al., 2010a).  

Organic matter represents an essential source of energy, C and macronutrients for 
predominantly heterotrophic soil microbial communities (Figure 1). The most important input of the 
organic matter to the soil is of plant origin. Plants support the growth of distinct soil microbial 
communities through the plant litter (dead leaves, stems, logs, dead belowground biomass) and 
diverse chemical compounds produced by living roots (rhizodeposition). The quality and quantity of 
plant inputs to the soil are greatly affected by both environmental conditions and biotic factors (e.g. 
co-occurrence of other plant species, composition of soil microbial community, herbivory (Freschet et 
al., 2010; Killingbeck, 1996; Stewart and Globig, 2011)). Plant litter is also qualitatively very different 
from rhizodeposition. Rhizodeposition is only little contributed by more complex compounds, which 
originate from root turnover (Jones et al., 2009). The majority of rhizodeposits are a variety of low 
molecular weight (LMW) compounds (e.g. organic acids, simple sugars, amino acids, soluble phenolic) 
with short turnover time, which are named root exudates. They represent up to 20% of net primary 
production (Jones et al., 2004). Root exudation is directly linked to photosynthesis and, therefore, 
enters the upper soil horizons more or less continuously during the whole vegetation season. They 
directly or indirectly affect the rhizosphere microbial community, which in turn influences SOM and 

Figure 1: Conceptual model of decomposition illustrating organic matter pools and fluxes in soil (modified 
by Conant et al. (2011) 
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DOM contents and chemistry by its activities. For example, Giesler et al. (2007) found a direct link from 
tree photosynthesis through the roots and their mycorrhizal fungi to soil solution chemistry.  

Litter, on the other hand, enters the soil mainly after plant senescence and thus serves as the 
main C and energy source during the winter. Differently from rhizodeposition, it contains only a minor 
proportion of LMW compounds and these are quickly consumed by soil microorganisms. The 
decomposition of older litter is then dependent on a slower breakdown of biopolymers (mainly, 
cellulose, hemicelluloses, and lignin) mediated by the action of extracellular enzymes, which are mainly 
produced by saprotrophic fungi and actinobacteria. Mycorrhizal fungi are also able to decay complex 
organic molecules but their enzymatic capacity to degrade larger molecules is lower in comparison to 
saprotrophs (Lindahl et al., 2007). Aboveground litter, comprising about 50 % of net primary 
production, accumulates on the soil surface (Bray and Gorham, 1964) and forms the litter layer, which 
is slowly transformed into soil organic matter in the organic horizon. Therefore, the topsoil microbial 
communities are directly affected by the chemical composition of the plant litter and often contain 
microbes capable of decomposing complex biopolymers by the activity of various extracellular 
enzymes. 

Plant material entering the soil is decayed by microbial communities and must sooner or later 
pass through dissolved organic matter (DOM) in soil solution and turnover of DOM containing organic 
forms of C, N, and P is a major way of element cycling in soil. Microbial activity and any conditions that 
enhance decomposition all promote high DOM concentration (Kalbitz et al., 2000). In the field 
conditions hydrologic short circuit and DOM selective sorption on Fe and Al oxyhydroxides (Figure 1) 
or biofilms are other factors controlling DOM quality and quantity (Qualls and Richardson, 2000). Soil 
DOM originates in plant litter, roots exudation, and SOM. Root exudates and soluble organics 
originating in plant litter are quickly consumed by microorganisms with high portion being respired 
and released as CO2 and only a portion of this new assimilated C (in a range from few to 40%) is 
transformed to the soil DOM (Fu et al., 2004; Hagedorn et al., 2004; Hagedorn and Schleppi, 2000; 
Ohno and Bro, 2006). In accordance, surface horizons directly affected by plants contain a high 
proportion of DOM of plant origin but moving down the profile, the proportion of microbially 
transformed DOM increases (Guggenberger and Kaiser, 2003). Going down to the subsoil, DOM is 
mineralized to CO2 and its composition largely reflects the selective sorption on biofilms and mineral 
surfaces (Guggenberger and Kaiser, 2003; Qualls and Richardson, 2000). 

 
This habilitation thesis covers my research focused on different factors affecting the 

community composition and activity during the transformation of soil organic matter. The distinct 
effects of pH, moisture, and root exudates with relation to soil physicochemical parameters and 
microbial community structure will be discussed. The thesis is divided into two parts. The first part 
summarizes my research focused on microbial communities affected by pH, moisture, and vegetation 
in soils of spruce forest, peatlands and spruce swamp forest. The second part summarizes the research 
focused on microbial communities and their activity in Arctic permafrost soils (Cryosols) with relation 
to increased temperature and C and N vulnerability. 
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 Part I: “Some like it acidic” Functioning of microbial communities in C and 

N cycle in acid forest soils and peatlands 
Plant litter decomposition is an important process in C, N and P cycles. It is microbially driven 

process, essential for recycling of C and nutrients. During decomposition, organic complexes are step 
by step enzymatically broken down into simpler compounds, nutrients bound in organics are released 
in forms available to plants and a part of organic C is mineralized to CO2. Decomposition is controlled 
mainly by temperature, moisture, the chemical composition of the litter, and the microbial 
communities (Aber et al., 1990; Fassnacht and Gower, 1999; Park and Matzner, 2003; Pregitzer, 2003). 
The prediction and precise estimation of plant litter decomposition rates, and the amount of released 
mineral nutrients (i.e. NO3

-, NH4
+, and PO4

3+) is crucial not only for plant biomass production but also 
for estimating of possible nutrient leaching from soils to nearby rivers and lakes where it can directly 
influence the biological processes and elemental cycling. 

Litter quality, microbial community, and enzyme activities 
The decomposition has several stages. The initial decomposition rate and subsequent 

succession of the decomposing microbial community depend on the litter chemistry and the diversity 
of the microbial community present on the surface of the litter. The decomposition of leaves already 
begins when they are still connected to the plant and nutrients from senescing leaf tissues are 
reallocated to the living parts of the plant (Tláskal et al., 2016). The decay is initiated by the activity of 
microbial epiphytes and endophytes living on and inside the plant tissue (i.e. plant phyllosphere). 
Microorganisms associated with the surfaces and insides of leaves must be adapted to specific 
conditions in the phyllosphere (reviewed in Rastogi et al. (2013). The ecological role of the 
phyllosphere microbial community, their enzymatic activity, and their successional changes during the 
first months of litter decomposition are still not clear, but they are often found in the litter soil horizons 
(Lindahl et al., 2007; Livsey and Barklund, 1992).  

Several studies confirmed that the chemical composition of the plant tissues has the main 
impact on the composition of phyllosphere fungal and bacterial communities and their enzymatic 
apparatus (Cox et al., 2001; Lucas et al., 2007), and may, therefore, have a strong impact on the initial 
stage of litter decomposition. From the litter quality indexes, the carbon/nitrogen (C:N) ratio has been 
widely used for predictions of litter decomposition rate and nutrient leaching (Carlyle et al., 1990; 
Müller et al., 1988). However, the C:N ratio was found to be a poor predictor when trying to estimate 
the amount of released mineral N (NH4

+ and NO3
-) from the highly lignified litter (Prescott, 2005). In 

such cases, the amount of phenolics and the phenolics:N ratio showed a much closer correlation (Berg, 
1986; Berg and Ekbohm, 1991), which points to an important role of organic C composition in litter 
degradability. In our research, we extend the knowledge of the initial litter decomposition by the 
phyllosphere microbes (Paper 1). We linked a decomposition of the litter with different chemistry 
(different elemental composition and amounts of total and soluble phenolics) with activities of the key 
lignin-degrading enzymes, phenoloxidases, and peroxidases, and with a composition of fungal and 
bacterial communities present on the litter. We compared several litter types from acidic spruce forest 
ecosystems (soil pH below 4) – spruce needles and litter of four dominant understorey vegetation -  
lady fern (Athyrium alpestre), blueberry (Vaccinium myrtillus), reedgrass (Calamagrostis villosa) and 
hair grass (Avenella flexuosa). Our research showed that the initial litter phenolic:N and phenolic:P 
ratios were the best predictors of decomposition rate and mineral N release from the litters (r ~ -0.6). 
The amount of phenolics and availability of both macronutrients, N and P, are thus critical for the initial 
stages of litter decomposition in the strongly acidified forests. We documented that the decreasing 
phenolics:P ratios in the litter is connected with a higher release of available mineral and organic N. 
We suggest the following mechanism: activity of ligninolytic enzymes (higher on the less lignified litter) 
can produce low molecular phenolics with highly reactive ortho-phenolic groups (Comerford and 
Skinner, 1989). They can be utilized as a C-substrate by the specific taxa (e.g. Pseudomonas (Paca et 
al., 2005)) but they are also able to precipitate Fe and Al ions (Comerford and Skinner 1989), including 
a toxic forms of Al3+ occurring in the extremely acidic soils (Kopáček et al., 2002a, 2002b; Vrba et al., 



10 
 

2006). Precipitation of Al and Fe can increase amounts of available P and more mineral N may be 
released (Northup et al., 1998). These processes likely interconnect C, N and P cycling in acidified 
forests. 

Our molecular analyses of microbial communities inhabiting the litters were based on 
denaturing gradient gel analyses (DGGE). Although we were not able to evaluate deeper taxonomic 
information because of the DGGE limitations (Muyzer and Smalla, 1998), we showed that bacterial and 
fungal communities responded differently to the initial chemistry of tested litters. The differences in 
bacterial community composition among litters were mainly influenced by P availability, their 
successional changes during ongoing decomposition were also driven by the amount of available P and 
phenolics. Differently, the initial fungal community composition changed with the litter C:N ratio and 
ratios of phenolics to N and P, while successional changes were again related to the P availability. We 
explained the different bacterial and fungal behavior as follows. In the initial stage of litter 
decomposition, fungal community does the “hard job” in cleaving the litter polyphenolics with the help 
of their oxidative extracellular enzymes whose synthesis is highly N demanding and strongly depends 
on the amount of available N. Differently, bacterial community which is probably dominated by 
copiotrophic taxa at the initial stage of litter decomposition (Bray and Gorham, 1964; Melillo et al., 
1982; Prescott, 2005; Wardle et al., 2002) use mainly the soluble organic compounds and available P 
for energy generation and RNA synthesis for high ribosomal activity and later may also utilize soluble 
LMW phenolics (Baptist et al., 2008; Elser, 2003; J. J. Elser et al., 2000; James J. Elser et al., 2000).  

We found a tight correlation between microbial respiration and ligninolytic activities. We 
showed that the oxidative enzymes are active at temperatures around 0°C (Bremner and Zantua, 
1975), which is evidence that lignin degradation and depolymerization can run in such low 
temperatures. We further found a stronger relationship between the activity of these enzymes and 
bacterial community composition at 0°C than at 10°C which indicates that microbial community 
composition at low temperatures are more influenced and shaped by the activity of lignin-degrading 
extracellular enzymes, similarly as shown by (Schnecker et al., 2014).  

The lignin-degrading enzymes are, however, only a part of the huge enzyme “family” of 
extracellular enzymes operating in the soil, which also include a large group of hydrolytic enzymes that 
liberate available C, N, and P from biopolymers like cellulose, proteins, and DNA (Burns et al., 2013). 
Ecological studies generally determine the activities of hydrolytic enzymes that catalyze the terminal 
reactions of the complex cascade of biopolymer degradation (e.g. β-glucosidase produce 2 mol of 
glucose from 1 mol of cellobiose). The reason is obvious, these enzymes like β-glucosidase, 
aminopeptidases, and phosphatases produce simple sugars, amino acids or phosphates representing 
an “easy to take” fraction of soil dissolved organic matter (DOM, Lauber et al. (2009b)). The potential 
activities of these enzymes can thus be directly linked to microbial metabolism (Sinsabaugh et al., 
2010), used for estimation of nutrient or energy limitation and to predict a release of available C, N 
and P resources from complex biopolymers.  

In the following study, we focused on the effect of temperature sensitivity of enzymatic 
activities assesses by the coefficient Q10 and substrate concentration on kinetic parameters (apparent 
Vmax, apparent Km, BOX 3) of selected hydrolytic enzymes (Paper 2). It is well known that temperature 
and substrate availability directly influence the kinetics of soil enzymatic activity (Allison, 2006; Allison 
and Jastrow, 2006; Frankenberger and Tabatabai, 1991; McClaugherty and Linkins, 1990; 
Meentemeyer, 1978). From the saturation curve of the each isoenzyme group (BOX 3) in the soil, one 
can assess the enzymatic affinity to substrate (apparent Km values) and the concentration of substrate 
at which the enzyme is fully saturated (i.e. all active centers are occupied by the substrate) and thus 
transforms the substrate at the maximum possible rate. Such information enables to recognize how 
efficient is enzymatic substrate transformation under given soil conditions and how is the present 
community adapted to these conditions. Evaluation of temperature sensitivity of soil enzymes involved 
in C, N and P acquisition can be used to model potential nutrient release throughout the season or 
predict a change in the system behavior under changing temperature conditions (Sinsabaugh et al., 
2010; Wallenstein et al., 2009; Wallenstein and Weintraub, 2008). We again worked in the acid spruce 
forests ecosystems. We ran laboratory incubation experiments at different temperatures using 
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samples from litter and organic soil horizons. With the help of continuous in-situ temperature 
measurements, we extended our research and modeled in-situ enzyme activities and estimated the 
potential release of potentially available C, N, and P sources to litter and organic soil horizons. 

Our measurements revealed that that the kinetic parameters and temperature sensitivity of 
all measured hydrolytic enzymes differed significantly between the litter and organic soil horizons. 
Different substrate affinities between horizons demonstrate a very steep vertical stratification of 
microbial activity (Baldrian et al., 2012). Further, aminopeptidases, which liberate amino acids and 
short oligopeptides into the soil solution had distinct substrate affinities and temperature sensitivity 
than C (β-glucosidase, cellobiosidase) and P (phosphatase) acquiring enzymes. Both measured 
peptidases exhibited higher substrate affinities (lower apparent Km) but lower apparent Vmax than C- 
enzymes in the litter soil horizon. This indicated that peptidases in the litter horizon degraded peptides 
even at very low concentrations but with much lower efficiency compared to C enzymes. Moreover, 
both aminopeptidases showed temperature insensitivity compared to C enzyme β-glucosidase. 
Because of these imbalances, organic N may migrate undecomposed due to higher enzyme affinity and 
temperature insensitivity from the litter horizon to the lower organic soil horizon, while C compounds 
are decomposed and utilized faster. The distinct rates and efficiencies of enzymatic mining of C and N 
may point to a potential misbalance in C and N utilization (Billings and Ballantyne, 2013; Lehmeier et 
al., 2013). Our estimate of potential available C, N, and P release to litter and organic soil horizons 
based on modeling of enzymatic activities using in-situ measured temperatures indicated that 
microbial communities in the forest soil were nutrient-limited for the most of the season. It was 
because the N and P gaining enzymes produced by the microbial community were not able to 
sufficiently support the microbial community with available nutrients. These imbalances in affinities 
enzyme efficiencies and temperature sensitivities in C and N utilization can have consequences of 
available N pools in different soil horizons as proposed in other studies from the same location 
(Kopáček and Vrba, 2006).  

We again confirmed that the presence of a high amount of phenolics is an important factor 
that strongly influenced the activity of enzymes. It is well known that soil enzymes create complexes 
with phenolic compounds and metals which commonly leads to the inhibition of their activity 
(Gianfreda et al., 1995b, 1995a, 1994; Violante et al., 1995). In acid soils, metals like Al3+ can further 
influence the stability of these enzyme-phenolic complexes and therefore suppress the activity of 
selected enzymes (Pinsonneault et al., 2016). In summary, our study demonstrated that enzymes 
involved in the utilization of C, N, and P which liberate easily available compounds are in imbalance 
and that mainly N enzymes worked at lower efficiencies than C enzymes and limit the microbial 
metabolism in the acid forest soil.  

Microorganisms involved in N cycle in acid forest soils 
Following a previous study showing the prevailing N limitation of microbial metabolism in the 

acid forest soils, we looked in detail on specific functional microbial guilds in N cycle and specifically 
on highly pH sensitive denitrification (Šimek et al., 2002). Denitrification is the main anaerobic biotic 
process leading to the loss of N from the soil environment. The second step in denitrification, the 
reduction of nitrite (NO2

-) to nitric oxide (NO), distinguishes “true” denitrifiers from other NO3
--

respiring bacteria (Henry et al., 2004). This reaction is catalyzed by two different types of NO2
- 

reductases, either a cytochrome cd1 encoded by the nirS gene (nirS denitrifiers) or a Cu-containing 
enzyme encoded by the nirK gene (nirK denitrifiers). It was found that nirS denitrifiers are located 
mostly in the rhizosphere, while nirK denitrifiers are more abundant in bulk soil (Henry et al., 2004). 
Therefore, the group of nirS denitrifiers may contain rather fast-growing copiotrophic taxa, which can 
be more sensitive to available resources than nirK denitrifiers and change in the number and activity 
of nirK and nirS denitrifiers may influence the mineral N pools in acid forest soils. Moreover, in highly 
acidic soil, the final step of denitrification (i.e. N2O reduction to N2) is strongly inhibited and these soils 
can be important sources of N2O as the potent greenhouse gas. To address these specific functional 
groups we used quantitative PCR (qPCR, BOX 2) which allowed us the precise determination of 
functional potential based on marker gene (i.e. nirS and nirK genes) quantification (Heylen et al., 2006). 
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We showed that the amount of denitrifiers was one order lower in acid forest soils compared 
to forest soil with near to neutral pH (Paper 3). The amount of denitrifiers and also the availability of 
C and N in the soil rapidly decreased at pH below 4. The low DOM availability in the acid soils is likely 
caused by its complexation with mobile forms of polyvalent cations like Al3+ and Fe3+, which dominate 
at very low pH. The precipitated DOM is then unavailable for biological processes (Paper 11, Dao et al., 
2018; Gentsch et al., 2015; Kaňa and Kopáček, 2006; Northup et al., 1998; Tomlinson, 2003). Low C 
and N availability were closely related to the abundance of nirK denitrifiers (close correlation of the 
gene abundance with available C,N, r>0.8) but not nirS denitrifiers. It was opposite to the expectations 
that the nirS denitrifiers, usually found in the rhizosphere, will respond to substrate availability. 
However, the nirK gene was significantly more abundant in our soils and it was documented that nirK 
gene is spread among more diverse microbial taxa than nirS gene (Heylen et al., 2006). The close 
relationship of C availability with nirK gene represents probably a response of the majority of the 
denitrification community. We showed that the C and N availability can limit a specific group of 
denitrifiers which can have consequences on potential mineral N losses via denitrification from the 
acidic spruce forest soils (Kopáček et al., 2006). 

In our next study (Paper 4), we compared two adjoining systems, the spruce and beech forest, 
which share the bedrock, face the same climate conditions but differ in NO3

- leaching being much lower 
from the spruce forest. To find an explanation of the difference in ecosystem N cycling, we linked 
microbial community composition and activity with soil chemistry analyses. We combined high-
throughput sequencing (BOX 1), which allowed us a characterization of microbial communities on a 
fine taxonomic scale, with determining the activities of C and N gaining enzymes, microbial respiration 
and net N transformation processes. We found that only the bacterial but not fungal community 
composition differed substantially between the spruce and beech soil. This difference was mainly 
driven by soil pH (Fierer et al., 2007; Graham et al., 2016; Hobbie et al., 2006; Högberg et al., 2007; 
Lauber et al., 2009b; Reich et al., 2005), being lower in spruce that beech site, and less by C and N 
biogeochemistry. This implies that the bacterial community is probably responsible for the observed 
differences N cycling and consequent NO3

- utilization/leaching.  
Comparing the processes in C and N cycling (Paper 1), the first difference was found in the 

enzyme activities. In the spruce soil, the C acquiring enzymes were proportionally more active 
compared to N acquiring enzymes, which corresponded to higher DOC:DN ratio. This indicated C and 
energy limitation of the soil bacterial community in the spruce forest. Although the soil in a spruce 
forest bacteria are likely limited by low C availability connected with a low quality of plant inputs, 
mainly spruce needles, which are rich in waxes and polyphenolic compounds and need to be 
enzymatically degraded. In accordance, the spruce bacterial community had a higher proportion of 
families (Acidobacteriaceae subgroup 1 and Acidothermaceae) which have the enzymatic capabilities 
to do these transformations (Lauber et al., 2009a; Schimel and Weintraub, 2003).  

We further found that the microbial community in the spruce soil uses N more efficiently than 
that in beech soil. There are other microbially driven processes except for microbial N immobilization 
(Tahovská et al., 2013), which could reduce NO3

- concentration in the soil and thus the potential NO3
- 

leaching such as denitrification and dissimilatory nitrate reduction to ammonia (DNRA). To learn about 
them, we translated the taxonomic information of microbial communities using the newly developed 
functional bioinformatics pipelines (BOX 1). Our data showed that denitrifiers in the spruce community 
were proportionally more abundant than bacteria capable of DNRA (3:1 ratio) and, at the same time, 
significantly more abundant compared to the beech community. The functional analysis thus revealed 
that very low NO3

- concentration in the spruce soil solution may be the result of N loss through 
denitrification. Marked differences were mainly in the abundance of nirK denitrifiers, whose 
abundance closer correlates with the available C compared to nirS denitrifiers (Paper 3). The 
subsequent microbial network analyses confirmed the importance of denitrifiers and bacteria capable 
of DNRA in the soil community. Denitrifiers (mainly genus Acidothermus, and Herminiimonas) were 
among the 10 potential keystone species of the spruce bacterial community. Furthermore, microbes 
in the spruce community showed a higher degree of associations than the microbes in the soil of beech 
forest. It points to the much higher microbial interconnection, probably due to the higher substrate 
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complexity of litter and higher amount of phenolics (Paper 1), whose degradation needs to be 
synchronized by a variety of microbial functional guilds. 

Microbial communities in peatlands and spruce swamp forests 
Natural pristine peatlands and spruce swamp forests represent another “rough” environment 

where microbes need to cope with limited available resources and O2. Peatlands contain a large 
amount of carbon in organic matter and are considered to act as a sink of atmospheric CO2 but at the 
same time a significant source of CH4 (Harriss et al., 1985), the potent greenhouse gas. Methane is 
produced under strictly anaerobic conditions by methanogenic Archaea and the rate of its production 
is driven by several interconnected factors: i) water saturation, which determines the zones of CH4 
production and oxidation (Sundh et al., 1995); ii) soil temperature (Yavitt et al., 1997); and iii) plant 
community composition. Some plant species can transport gases (including O2) from atmosphere to 
rhizosphere supporting CH4 oxidation (Whiting and Chanton 1992; Schimel 1995; Ström et al. 2003). 
Plant species further differ in exudate quality, which influences the composition of the bacterial 
community of primary/secondary fermenters and composition of methanogens (Basiliko et al., 2003; 
Galand et al., 2005) and therefore the rate of CH4 production. The emissions of CH4 are highly variable 
and differ between and also within various peatlands due to variability in vegetation composition, 
nutritional status, substrate availability and pH (Bubier et al., 1993; Schimel, 1995). The variability in 
CH4 fluxes is not caused only by environmental factors but also by differences in methanogen 
communities. 

The acid spruce swamp forests (SSF) are exceptional ecosystems lying between open peatlands 
and mineral soil forests. Like open peatlands, they accumulate peat and their ground layer is covered 
by Sphagnum mosses; however, they also resemble mineral soil forests in having a productive tree 
stand. They are characterized by high spatial heterogeneity and, consequently, a high diversity of 
biogeochemical processes (Økland et al., 2008). The internal structure and heterogeneity of SSFs are 
driven by dominant understory species. Trees are efficient competitors for light and water, both of 
which are also the dominant factors for the development of Sphagnum cover. Trees, together with 
peat mosses (Sphagnum sp.), are responsible for peat accumulation and associated high soil water 
retention. The waterlogged soil prevents tree root development and tree growth to reach its full 
potential. Litter of peat mosses is hardly decomposable, which is attributed to the synergistic effects 
of environmental factors (nutrient-poor soils with acidic and anoxic conditions) and decay resistance 
of the litter (Moore and Basiliko, 2006). These plants contain peculiar structural polyphenols, and 
polysaccharides and also excrete low molecular weight phenolics to the environment (Hájek et al., 
2011) which probably hamper litter peat decomposition through their inhibitory activity on the 
microbial breakdown, mainly due to the inhibition of extracellular enzyme activities (Bragazza and 
Freeman, 2007).  

Less wet habitats are usually colonized by cottongrass (Eriophorum vaginatum) whereas dwarf 
shrubs (mostly Vaccinium myrtillus) colonize dryer elevated habitats. The patchy co-dominants, 
cottongrass, and dwarf shrubs, bring internal SSF variability and may affect the functioning of the 
whole SSF  in the way they acquire, process and invest resources (Weltzin et al., 2000). Cottongrass is 
non-mycorrhizal peatland vascular plant well adapted to the flooded nutrient-poor environment. It 
forms long-lived tussocks (>100-200 years), in which the growth of new leaves is supported almost 
entirely by nutrient translocation from senescing leaves (Lavoie et al., 2005). It forms a deep root 
system, which transports oxygen and available exudates down to anoxic organic soil layers (Chapin et 
al., 1993). On the other hand, blueberry and other ericaceous dwarf shrubs host mycorrhizal fungi and 
occupy oxic elevated “islands” in SSF. Most assimilated C transported belowground is translocated to 
the mycorrhiza and only a small proportion is released directly to the soil. It is, however, still unclear 
how this exceptional spatial heterogeneity of vegetation cover reflects the functional diversity of soil 
microorganisms and ongoing soil processes, which, in turn, affect SOM and DOM quality. 

In the following study, we compared a composition of the methanogenic community among 
three peatland types (Paper 5). These were bogs, spruce swamp forests, and fens. The general concept 
is that bogs are highly acidic, nutrient-poor ecosystems with hardly degradable peat originating mainly 
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from peat mosses compared to fens, which are less flooded, nutrient richer, dominated by sedges and 
easier-decomposable sedge-formed peat. We expected that hydrogenotrophic methanogenesis would 
be favored in acidic bogs (Galand et al., 2005; Horn et al., 2003) and acetoclastic methanogens would 
prevail in richer fens (Juottonen et al., 2005). We further expected that the SSFs with its transient 
character would be “located” in-between on the gradient from bogs to fens.  Contrary to our 
expectations, only the hydrogenotrophic methanogens occurred in all studied peatland types, despite 
their distinct vegetation composition, and CH4 production. The Methanomicrobiales dominated in bogs 
and SSFs, whereas Methanobacteriales in the fens. We suggest that the absence of typical acetoclastic 
Methanosarcinales, which require relatively high acetate concentrations (Liesack et al., 2000), might 
be related to the competitive activity of other bacterial taxa, mainly sulfate reducers. They compete 
with methanogens for available substrates including acetate (Hamberger et al., 2008; Kotsyurbenko, 
2005). Furthermore, acetoclastic methanogenesis appears to be severely inhibited by phenolics and 
other aromatic substances derived from Sphagnum mosses but also from nutrient-limited plants in 
general (Rooney-Varga et al., 2007). 

There were also differences in the composition of overall bacterial communities among the 
three peatland types (Paper 5). The differences were driven mainly by peat decomposability and 
related C and N availability. The most acid bogs had a higher proportion of Acidobacteria and more 
unique bacterial taxa in comparison to other sites, while more bacterial taxa from Proteobacteria were 
detected in fens (Gupta et al., 2012; Lin et al., 2012). Acidobacteria are known to favor acidic 
environments (Hartman et al., 2008), Paper 4) and are able to grow under oligotrophic conditions 
(Philippot et al., 2010), while Proteobacteria are usually associated with higher availability of C (Fierer 
et al., 2007). The changing ratio between Proteobacteria and Acidobacteria reflected well the trophy 
and acidity of the sites and may be used as an indicator of these conditions in peatlands.  

Due to the SSFs have a hydrological regime and microbial community composition more similar 
to fens than bogs, we expected that SSFs will be also functionally closer to fens. Surprisingly, the 
biochemical parameters of SSFs (i.e. microbial biomass and aerobic CO2 production) were more similar 
to bogs. It can likely be ascribed to a low quality of SSF litter coming from the predominant spruce 
trees and dwarf shrubs (Strakova et al., 2011) which was also indicated by the highest C:N ratio. The 
results of metabolic potential (BOX 1) showed the highest aromatic degradation potential in the SSFs 
which might be the result of a higher relative abundance of Actinobacteria in SFF than in fen. 
Actinobacteria often participate in the decomposition of polyphenolic compounds (Peltoniemi et al., 
2009), members of this phylum produce extracellular enzymes and have comparable enzymatic 
capabilities to fungi. They are known for their ability to degrade cellulose, lignin and other complex 
biopolymers in different soil habitats (Le Roes-Hill et al., 2011; McCarthy, 1987) and can, therefore, 
reflect higher lignin nature of the SSF environment. 

Microbial communities in peatland microhabitats 
We documented that the specific microhabitats, microsites dominated by the different plant 

species, significantly shaped the peat prokaryotic and fungal communities (Paper 6). Additionally, 
prokaryotic response to microhabitat and site was complemented by their response to gradients in soil 
pH and N content, factors that most strongly differentiate the plant species-defined microhabitats 
(Kaštovská et al., 2018). This is in agreement with previous studies reporting a strong relationship 
between bacteria and archaea with pH and N gradients in diverse soils (Fierer and Ladau, 2012; Rousk 
et al., 2010b). We specifically focused on microorganisms involved in methane cycling, on 
methanogens and methanotrophs. The methanogenic community was mainly shaped by pH and 
overall nutrient limitation and was significantly distinct in the blueberry microhabitat compared to 
wetter microhabitats with cottongrass and peat moss. We assume that the lower methanogenic 
potential in blueberry microhabitat can be attributed to the suppression of fermenters and syntrophic 
bacteria due to the lower water table. Methanotrophs were dominated by type II MOB 
(Methylocystaceae), their abundances (i.e. the quantity of pmoA gene) were the same regardless of 
the plant dominant, which is in line with previous studies in Sphagnum dominated peat (Kip et al., 
2012). Since methanotrophs can easily be transferred by water, they are thus unlikely to be plant 
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species-specific (Bragina et al., 2013). Our data showed that their composition and abundance were 
more influenced by the pH, C:N ratio and differences in water table level. 

In summary, we demonstrated that low pH influences specific activities and kinetics of soil 
enzymes in C and N utilization in different soil layers which may lead to imbalances in available C and 
N pools influencing C and N cycle and lead to potential N losses from these ecosystems. In spruce 
swamp forest and distinct peatlands, we found that microhabitats dominated by specific vegetation 
harbor different bacterial and archaeal communities with specific functional potential which can have 
a significant effect on CO2 and CH4 fluxes. 

 Part II: “Some like it cold” Functioning of microbial communities in C and 

N cycle in Arctic Cryosols 
Cryosols (permafrost-affected soils) cover more than 90% of the continuous permafrost zone 

in the Arctic (Tarnocai and Bockheim, 2011). They represent the dominant soil in the Arctic and 
Subarctic regions in Canada, Alaska, Russia but also occur in the Boreal and Alpine regions.  

Cryosols store more than 1300 Pg of organic carbon (C), which is about half of the global soil C 
and twice as much as is currently contained in the atmosphere (Tarnocai, 2009). They are, therefore, 
important components in the global C cycle (Schuur et al., 2008). A substantial amount of this C is 
stored in buried pockets of organic matter (cryOM) by the process of cryoturbation (Figure 2), the 
burial of topsoil material into deeper soil horizons by repeated freeze-thaw events. Harden (2012) 
estimated that across the entire northern circumpolar permafrost region, approximately 400 Pg of 
organic C is stored in cryOM. These C-rich pockets are distributed in the whole soil profile of the active 
layer as well in frozen permafrost (Figure 2). 

Cryosols are warming rapidly, and current scenarios predict an increase of temperature up to 
4.8 °C by 2100. Higher subsoil temperatures will lead to enhanced permafrost thaw, prolonged frost-
free periods, increased soil active layer thickness and oxygen levels by soil drainage  (Lawrence et al., 
2015). It can promote the availability of large permafrost C pools including the C in cryOM for microbial 
decomposition. The microbial decomposition of SOM is more temperature-sensitive than primary 
production (Davidson and Janssens, 2006) and this may generate greenhouse gas emissions from 
permafrost areas and create a positive feedback to climate warming (Figure 3, Koven et al., 2011; Ping 
et al., 2015; Schuur et al., 2008; Schuur and Abbott, 2011). 

 
 
 
 
 
 
 
 
 

Figure 2: (A) Schematic drawings of soil profile from grass tundra (site 1, Cherskiy, east Siberia). O, Oe, Oa, 
OA: organic topsoil. A, AB, BCg, Cg: mineral subsoil. Ajj: buried organic-rich material (cryOM - red areas). (B) 
Representative picture of the excavated soil profile from grass tundra (Gittel et al., 2014) 

A B 
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The major gap in our current understanding of the C vulnerability of cryOM is the structure 
and the degradation capacities of the microbial communities. Until recently, the role of microbial 
communities in the Arctic biogeochemical cycles has remained largely unexplored. Most of the studies 
have preferentially focused on microbial communities in the topsoil of cryosols active layer or 
specifically on the underlying permafrost (MacKelprang et al., 2017; Tveit et al., 2013; Yergeau et al., 
2010) ignoring microbes in cryOM. 

In our research, we wanted to fill this gap and specifically characterize microbial communities 
in cryOM (Paper 7, 8), C vulnerability affected by temperature (Paper 9), simulated root exudates 
(Paper 10), mineral-OM associations (Paper 11) and identify mechanisms of possible CO2 attenuation 
(Paper 12). 

 

Specific microbial communities in cryoturbated OM (cryOM) of Cryosols 
To understand the vulnerability of C and N pools we need to describe in detail (BOX 1) the 

microbial communities in Cryosols and uncover their functional potential. Similarly to temperate soils, 
the prokaryotic communities in Cryosols are the most active at the surface soil layers, and mainly in 
the rhizosphere around the plant roots. Unlike the temperate soils, the soil layer influenced by plants 
in Cryosols is usually very thin because of the shallow rooting depth of local plant species (Iversen et 
al., 2015) caused by repeated freeze-thaw cycles (Schimel and Clein, 1996) which prevents the growth 
of roots deeper to the soil profile. This layer often contains easy available C and N sources which 
promote mostly copiotrophic organisms, fast-growing taxa, which recruits mainly from the 
Gammaproteobacteria or Bacteroidetes (Fierer et al., 2003). The available nutrients, however, rapidly 
decrease with depth and in deeper soil horizons oligotrophic microbes dominate because they more 
efficiently utilize complex and recalcitrant compounds (i.e. polyphenolic compounds) which 
proportionally increase with depth. In general, the abundance, diversity of prokaryotes along the soil 
depth profile thus follows the gradient of C and N availability and together with abiotic conditions (i.e. 
low to subzero temperatures, anoxia due to waterlogging) it results in distinct community patterns and 
less microbial biomass in deeper soil horizons (Eilers et al., 2012; Hartmann et al., 2009). 
 In our research (Paper 7) we analyzed more than 100 samples and found that specifically, 
cryOM does not follow the continuum of decreasing microbial abundance with depth. The cryOM 
harbored significantly more bacteria and archaea abundances than was found in the surrounding 
subsoil horizons and were similarly abundant to topsoil horizons. They reflected the higher amount of 

Figure 3: The positive feedback loop of permafrost melting. Source: University of Edinburgh 
loop 
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organic matter in cryOM. Because of lower bulk density of cryOM undergo periodically increased 
water-logging after the active layer thaw. Anaerobic members from the Chloroflexi (Anaerolineaceae) 
and Firmicutes (Clostridia) and relative proportions of prokaryotic functional guilds (e.g. bacteria able 
to perform anaerobic respiration, fermentation, methano-/methylotrophs) were significantly enriched 
in cryOM (Paper 7,8). One of the significantly depleted anaerobic groups in cryOM were iron-reducers 
and methanogens. Iron-reducers respire anaerobically FeIII and reduce it to FeII which can lead to 
destabilization of OM in organo-mineral complexes making it vulnerable to microbial decomposition 
(Paper 11). Their lower proportion in the microbial community in cryOM can contribute to lower C 
vulnerability. Similarly, a lower proportion of methanogens indicates a low potential for CH4 flux from 
cryOM (Paper 9). 

On the other hand, we found that Actinobacteria, and in particular the order Actinomycetales, 
clearly dominated in cryOM (over 50 % of assigned sequences, Paper 7, 8). Actinobacteria were also 
found as a significant part of the active prokaryotic community in the Arctic (McMahon et al., 2011). 
There are several reasons why Actinobacteria may benefit from an oligotrophic and anoxic 
environment of cryOM. Actinobacteria produce immense diversity of secondary metabolites including 
antibiotics, which help them outcompete other bacteria when nutrients are scarce (Van Der Heul et 
al., 2018). They can easier maintain metabolic activity at low and subzero temperatures because of 
their efficient DNA repair mechanisms (Barka et al., 2016). Their genomes contain genes encoding 
phenoloxidases and peroxidases (Ausec et al., 2011; Bugg et al., 2011) which predetermine them to 
degrade biopolymers including recalcitrant polyphenolic compounds (Lykidis et al., 2007). In cryOM, 
we detected unique actinobacterial anaerobic lignin degraders from family Intrasporangiaceae and 
class Thermoleophilia (Schellenberger et al., 2010), which comprised up to 8 % of the bacterial 
community (Paper 8). By their activities, they are able to solubilize lignin and have probably better 
access to available resources otherwise protected by the complex lignin matrix than other bacteria (Le 
Roes-Hill et al., 2011; McCarthy, 1987). Last but not least they also produce extracellular polymeric 
substances (EPS) which can serve as the protective cell coat against low temperatures (Zhou et al., 
2016), permit the diffusion of nutrients from cells into the environment (Costa et al., 2018) and help 
to stabilize the OM in soil aggregates (Tisdall and Oades, 1982). All the above-mentioned factors can 
help Actinobacteria in getting to available resources when the amount of available C and N in cryOM 
is very low while lignin and polyphenolic compounds dominate (Dao et al., 2018; Gentsch et al., 2015). 

Contrary to bacteria, the biomass of fungi in cryOM was very low (Paper 7,8) and similar to the 
surrounding mineral subsoil. We argue that this dramatic community shift and fungal dieback is the 
result of burying of OM, during which the original fungal community was not able to cope with quickly 
changing conditions, and was partly mixed with the subsoil community. Unlike bacteria, fungi are also 
more sensitive to freezing-thawing (Schostag et al., 2019). In addition, the fungal community 
composition was significantly different from the topsoil (Paper 7). Because of low abundance, the 
saprotrophic fungi are not able to efficiently degrade OM in cryOM. Additionally, cryOM fungi, because 
they lost connection with plant roots, were also depleted in mycorrhizal fungi (e.g. Russulales, 
Thelephorales) which may have important consequences on C vulnerability of cryOM. Mycorrhizal 
fungi are known for their ability to utilize organic N (Hodge et al., 2001; Talbot et al., 2008) and can, 
therefore, mobilize the available N to soil microbial community in highly N limited arctic soils. Together 
with a low abundance of saprotrophic fungi, it can limit the synthesis of extracellular C and N enzymes 
leading to probably low depolymerization of C- and N-rich biopolymers (Wild et al., 2013). Therefore, 
fungal contribution to the recalcitrant C decomposition in cryOM is probably negligible. 

 

The vulnerability of Cryosol C to climate change 
We incubated the distinct Cryosol horizons from the active layer (topsoil, subsoil, cryOM) at 

different temperatures ranging from 4°C to 20°C in several laboratory incubation experiments. In the 
first experiment, we found that C loss (determined by cumulative CO2 and CH4 production) was not 
primarily controlled by temperature and oxygen level but more strongly by microbial biomass 
inhabiting each horizon (Paper 9). The temperature did not affect microbial biomass and the cryOM 
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exhibited the lowest C loss from cryOM. This highlights the importance of an active microbial 
community already present in the specific horizon and its functional capabilities in the decomposition 
of present organic matter (Paper 7, 8). We argue that instead of producing the energetically and N 
demanding extracellular enzymes, the microbial community in the cryOM relies on the flux of material 
(e.g. enzymes and nutrients) from the topsoil organic horizons bypassing chemical-physical constraints 
(e.g. OM associated with soil minerals) of cryOM C decomposition. By separating the horizons for the 
incubation experiment we most likely interrupted the flux of nutrients from the topsoil horizon to 
cryOM. The enzymatic pool at the start of the incubation in the cryOM, was surprisingly high and 
gradually decreased during the incubation. This probably broke the links between microbial biomass 
(i.e. microbial community functioning) – enzymes - C and nutrient availability. 

Our data, therefore, indicate that the critical driver, which limits the microbial community in 
Cryosols, is a long term disconnection between extracellular enzymes and microbial biomass and the 
occurrence of anaerobic conditions. We already described that the cryOM have different microbial 
communities than the topsoil. During the burying of OM, fungi almost disappeared and their role was 
most likely replaced by Actinobacteria with less efficient phenoloxidases and peroxidases (Godden et 
al., 1992) which contributes to slower C decomposition of phenolic compounds present in cryOM (Dao 
et al., 2018). Contrary to the topsoil horizon, enzymatic activity in cryOM depends strongly on a less 
active microbial community (Schnecker et al., 2015), which can lead to general deceleration of N 
cycling (Wild et al., 2013). A higher abundance of anaerobes (Paper 7) can cause a decrease of 
microbial biomass itself as we observed in topsoil horizons incubated under anaerobic conditions. All 
these factors keep the microbial community in cryOM highly N limited. 

To address the possible N limitation of C decomposition in cryOM, we conducted an incubation 
experiment where we added simple C (glucose) and N (amino acids) compounds commonly produced 
during the rhizodeposition (Paper 10). We confirmed that the C decomposition in cryOM was highly N 
limited and susceptible to priming, with rates of SOM-derived respiration comparable to topsoil rates 
mainly after the easy available N (amino acids) addition. In systems of strong N limitation, where low 
N availability limits the production of extracellular enzymes, N addition can stimulate decomposition 
by facilitating enzyme production by fungi (Allison, 2006). Since in our study the amendment of amino 
acids to cryOM did not systematically increase microbial biomass or the abundance of specific 
microbial groups, we suggest that microorganisms invested the additional N in the production of 
extracellular enzymes. 

Our findings are in contrast to observations of increased C storage in mineral subsoil horizons 
with warming (Sistla and Schimel, 2013), but supports predictions of high C losses from Cryosols if plant 
productivity increases (Hartley et al., 2012). These contrasting findings of the impact of higher plant 
productivity on soil C stocks point to a strong context-dependency of priming effects in Cryosols. 

Additionally, to N limitation we found the physicochemical constraints including the 
associations of OM with soil minerals, which largely influence C decomposition in Cryosols (Paper 11). 
Knowledge about the distribution of C between different OM fractions would provide deeper insights 
into the main control mechanisms of total C mineralization. We found that 2/3 of the total C stocks 
within the mineral soil horizons were present in the heavy fraction (HF), which means that organic C 
was associated with fine silt and clay soil particles. On the other hand, the light fraction (LF) (free 
particulate organic matter) accounted for 1/4 and the rest was mobilized in dissolved form during the 
density fractionation (Gentsch et al., 2015). The OM associated with HF contributed to about 70 % of 
the bulk soil respiration in all the mineral soil horizons including cryOM. Consequently, the C 
mineralization in the HF followed the pattern of that in the bulk soil being the lowest in the cryOM 
which confirms our previous findings (Paper 9, 10). Our results thus indicate that the organic C in the 
HF most likely contributes largely to the CO2 release from mineral horizons. The temperature was a 
strong control increasing the C mineralization during the incubation. According to the principles of 
kinetic theory, the temperature sensitivity of OM increases with “substrate complexity” (so-called 
‘carbon-quality-temperature’ (CQT) concept, (Davidson and Janssens, 2006). We found that the HF also 
exhibited greater sensitivity to temperature than the faster decomposing bulk OM, however, the CQT 
concept fails when considering the variation in temperature sensitivity with depth. We observed 
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decreasing temperature sensitivity with depth regardless of the type of OM fraction. At the same time, 

the Q10 was positively correlated with the C:N ratio and 13C values. Such a pattern would suggest a 
greater vulnerability of OM in the lower horizons, which is not supported by the molecular structure 
(Dao et al., 2018). Therefore, the discrepancy between kinetic theory and the observed temperature 
sensitivity should be explained by reduced OC availability with increasing depth, and by mineral 
protection of OM (Gillabel et al., 2010). Increased metal-to-HF-OC-ratios in cryOM may also cause 
stronger mineral-organic binding (Kaiser and Guggenberger, 2003) which can cause lower C 
vulnerability in cryOM. 

Because mineral-OM interactions (i.e., adsorption-desorption, coprecipitation) are strongly 
controlled by soil H+, the soil pH was also a highly significant predictor of both the OC mineralization 
and Q10 in Cryosols. Weaker binding occurs at neutral and alkaline pH, whereas desorption processes 
and thus the OM accessibility to decomposers are reduced at low soil pH (see the review by Kleber et 
al. (2015). We observed higher C mineralization with increasing soil pH mainly in mineral horizons 
including cryOM. 

So far, we identified two main constrains of cryOM C vulnerability and consequently CO2 
emissions: (i) N limitation and (ii) physicochemical protection of OM in deeper Cryosol horizons. We, 
however, found another factor that might contribute to lower CO2 emission from deeper mineral 
horizons of Cryosols including cryOM (Paper 12). We incubated again different soil horizons and 
determined the dark (i.e. not affected by photosynthetic microorganisms) 13CO2 incorporation into the 
soil organic matter and into microbial biomass (phospholipid fatty acids). CO2 is the main or even the 
only C source for chemoautotrophs. However, a wide spectrum of heterotrophic bacteria and fungi 
employ carboxylases to (i) assimilate various organic substrates such as acetone, phenolics, 
propionate, or leucine, (ii) replenish the citric acid cycle in anaplerotic reactions and, finally, (iii) 
synthesize cellular compounds (Erb et al., 2011; Hesselsoe et al., 2005). We found that dark CO2 fixation 
accounted on average for 0.4, 1.0, 1.1, and 16% of net CO2 production in the organic topsoil, cryOM, 
mineral subsoil, and permafrost, respectively. We confirmed the data by metagenomic analyses and 
quantification of carboxylase genes involved in anaplerotic reactions and identified Actinobacteria 
(mainly the genus Arthrobacter) as the main group responsible for carboxylase production and 
probably heterotrophic CO2 fixation. The dark CO2 fixation may therefore partly attenuate CO2 
emission from Cryosols and particularly from deeper horizons including cryOM. 

 

 Conclusions and future perspectives 
- Our research contributed to the understanding C and N cycle in soils differing in pH, oxygen 

availability, temperature, and nutrient availability. We applied new high throughput sequencing 
technologies (e.g. targeted gene sequencing and metagenomics) in characterizing the microbial 
communities and implemented a new bioinformatic tool that allows the prediction of main 
microbial functions. These detailed taxonomic and functional information we combined with 
quantification of microbial communities and specific genes in C and N cycle. 

- We showed that the in acid soil C and N cycle is tightly linked to the activity of specific microbial 
taxa from Acidocateria and Actinobacteria phyla most likely through their production of specific 
enzymes (both oxidative and hydrolytic) which drive the critical steps in organic matter 
transformations. We also showed that when trying predict available C and N decomposability and 
link it to OM decomposition is necessary to have the information about the kinetic characteristics 
(apparent Km, apparent Vmax) to determine the enzyme-substrate affinities and possible substrate 
inhibitions and also determine the temperature sensitivity of studied enzymes which may largely 
influence the overall vulnerability of organic C and N in soil during the season. 

- In highly acid forest soils with pH below 4 our research uncover that highly diverse group of nirK 
denitrifiers is the most related to the available C and N and that they are highly limited by low pH 
and that these may have consequences in mineral N turnover in acid forest soils when deciding if 
the soil will lose N or if it will stay in the system and will be recycled in microbial biomass. 
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- Our research on microbial communities involved in C and N within the peatland and spruce swamp 
forest showed that in methane cycle (mainly methanotrophs) are influenced by specific 
microhabitats of vegetation and that not only the oxygen level but mainly the amount of available 
nutrients in different vegetation habitats control the methane fluxes. 

- In cold environment of the Arctic, we found that the environmental (physical-chemical) constrains 
of Cryosols (low temperature, low oxygen availability, low nutrient availability, and OM mineral 
associations) caused the selective pressure on both bacterial and fungal communities living in the 
Cryosols and specifically on community in cryoturbated OM (cryOM) when they were buried to the 
soil profile. This strong selective pressure favored probably specific taxa from the Actinobacteria 
phylum but on the other side almost totally suppressed the whole fungal community.  

- The most important finding was that the temperature alone does not ensure that the vulnerability 
of OM will be higher. In Cryososl N is the most limiting factor and we proved that mainly in cryOM 
its increased availability may evoke a positive priming effect on OM decomposition. Last but not 
least we also found that Actinobacteria (mainly the genus Arthrobacter) are probably involved in 
heterotrophic CO2 fixation, which may mitigate CO2 emissions from Arctic Cryosols and mainly from 
cryOM. 
 

We will continue to study the microbial communities in C and N cycle in different habitats, including 

Arctic Cryososls in the frame of the running Czech-German project “CRYOVULCAN - Vulnerability of 

carbon in Cryosols – substrate-microorganisms-aggregate interactions”. In our future research, we 

will focus in detail on microbial communities in different soil aggregates and on factors influencing 

the stabilization of OM. 
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Abstract We conducted over four months a short-

term laboratory incubation experiment to find the best

prediction parameters (i.e. initial chemical character-

istics) to explain differences in microbial respiration

rates and mineral N (DIN) release in different litter in

an acidified spruce forest. In addition, we wanted to

find the link between the activity of key extracellular

ligninolytic enzymes, phenoloxidases (PhOx) and

peroxidases (Perox), microbial respiration and com-

position of fungal and bacterial communities. Sam-

ples of spruce needles (Picea abies) and litter of four

dominant understorey vegetation; lady fern (Athyrium

alpestre), blueberry (Vaccinium myrtillus), reedgrass

(Calamagrostis villosa) and hair grass (Avenella

flexuosa), were collected in 2005, 2006 and 2007

from six sites located in watersheds of two glacial

lakes (Plesne Lake and Certovo Lake) in the Bohe-

mian Forest, Czech Republic. Litter samples were

incubated at 0 and 10 �C in laboratory controlled

conditions for 90 days. Activities of PhOx and

PerOx, and C mineralization rate were measured

regularly each 14 days. Litter quality characteristics

and endophytic microbial community structure, based

on 16SrDNA-DGGE fingerprint of bacteria and ITS-

DGGE of fungi, were determined at the beginning

and end of litter incubation. Our results showed a

close correlation of phenolics/POX with DIN release

(r [ 0.74, p \ 0.001). Using multivariate analyses,

POX seems to play an important role in the change of

litter fungal and bacterial community composition. At

0 �C the fungal and bacterial communities of reed-

grass and blueberry litter changed in relation to POX

and Perox activity, while at 10 �C the fungal

communities after the incubation were additionally

affected by the phenolics/NTOT and phenolics/PTOT

ratios.

Keywords Available phosphorus �
DGGE � Extracellular enzyme activities �
Litter decomposition � N leaching �
Phenolics

Introduction

Forest plant litter decomposition is an important

process in C, N and P cycles and soil formation. This

process is controlled by abiotic factors, such as

temperature, moisture, and chemical composition of

the litter, and microbial communities (Aber et al.

1990; Couteaux et al. 1995; Fassnacht and Gower

1999; Park and Matzner 2003; Pregitzer et al. 2004).
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Chemical composition of litter influences the com-

position of fungal and bacterial colonizers, and their

enzymatic apparatus (Cox et al. 2001; Lucas et al.

2007). The change in enzymatic activity influences

the quantity of nutrients, which are released during

litter decomposition, and vice versa, the release of

different nutrients influences the activity of specific

enzymes (Sinsabaugh et al. 2002, 2005).

Many studies have focused on trying to predict

plant litter decomposition from initial litter chemical

composition during short-term incubation experi-

ments (Aber et al. 1990; Aber et al. 1998). The

carbon/nitrogen (C/N) ratio was widely used for this

prediction (Muller et al. 1988; Carlyle et al. 1990).

However, the C/N ratio was found to be a poor

predictor when trying to estimate the amount of

released mineral N (DIN, NH4
? and NO3

-) from

highly lignified litter (Prescott 2005). A stronger

correlation was found between lignin and the lignin/N

ratio and mineral N release (Berg 1986; Berg and

Ekbohm 1991).

Some recent studies have demonstrated that, when

phenolics are included into the statistical analyses, C

mineralization and DIN release rates are more closely

correlated with phenolics content and phenolics/NTOT

ratio, than they are with CTOT/NTOT ratio, lignin

concentration, or lignin/NTOT ratio (Fox et al. 1990;

Northup et al. 1995, 1998). One of the first studies

focusing on the influence of phenolics was done by

Dyck et al. (1987). The authors attributed most of the

variation in DIN release from Pinus radiata litter to

differences in phenolics content. These findings

showed that a high content of phenolics and low N

availability can be limiting factors of DIN release

from decomposing litter in acid forest soils (Kopáček

et al. 2002a, b). However, acid forest soils can also be

poor in P and it is very likely that low bioavailability

of P is another limiting factor of litter decomposition

which can affect DIN release. Even if P bioavail-

ability and the amount of phenolics in litter could be

the ‘‘driving force’’ in litter decomposition and DIN

release in acidified spruce forests, there are still only

a few studies on this topic (Šantrůčková et al. 2004,

2006).

Phenolics are the structural unit of lignin and are

released during depolymerization by the activity of

extracellular lignin-degrading enzymes. Fungal phe-

noloxidases and peroxidases are the key enzymes

involved in this process (Weintraub et al. 2007;

Fackler et al. 2006; Söderström et al. 1983; Fog

1988; Kirk and Farrell 1987; Eriksson et al. 1990;

Hammel 1997; Waldrop et al. 2004; Sinsabaugh et al.

2002). Depolymerization of lignin is a crucial process

because it increases the accessibility of C, N, and P for

both fungal and bacterial decomposing microorgan-

isms. Therefore, there should be a tight link between

ligninolytic activity, C mineralization and fungal

community composition. The depolymerization pro-

cess also creates different phenolic products with high

reactive hydroxyl groups, which can then play various

roles in the soil. Released phenolics can react with

each other forming humic substances, they can

precipitate proteins, reducing the leaching of DIN

(Northup et al. 1995, 1998), or predominantly precip-

itate toxic forms of Al3? thereby increasing P

bioavailability (Northup et al. 1998; Tomlinson 2003).

Temperature affects the rate of litter decomposi-

tion; its effect is closely interconnected with initial

chemical composition of the litter (Meentemeyer

1978). In nutrient rich and phenolic poor litter,

temperature sensitivity of litter decomposition is

higher than in nutrient poor and lignin rich litter

(Domisch et al. 2006). The response to temperature is

stronger especially in the early stage of litter decom-

position than in later phases (Jansson and Berg 1985).

In addition, differential temperature sensitivity of

decomposition processes can lead to an imbalance in

C and N mineralization.

High DIN leaching is one of the major problems in

acidified spruce forests in Central Europe. These

forests have undergone great changes during the past

few decades, with acid anthropogenic N depositions

during the last century and bark beetle infestations

being the main disturbances. The high acidity of soils

led to the reduction of soil acid neutralizing capacity,

increased mobility of toxic Al3? ions and leaching of

essential plant cations (Ca2?, Mg2? and K?) and DIN

from these ecosystems (Dauer et al. 2007; Tomlinson

2003; Pawłowski 1997; Kopáček et al. 2002a, b,

2006a, b; Šantrůčková et al. 2006). Soil acidity and

Al mobility have been related to the physiological

stress suffered by spruce trees since the 1960 s

(Šantrůčková et al. 2007), there is currently a high

degree of tree disturbance and defoliation. In open

patches, understorey vegetation dominated by

grasses, blueberries and ferns develop rapidly. Their

effect on DIN leaching is still unclear (Svoboda et al.

2006; Šantrůčková et al. 2006).
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The purpose of this study was to:

1. evaluate the effect of P bioavailability on litter

mineralization and DIN release.

2. find the connection between phenolics/POX ratio

and litter mineralization and N release.

3. determine C mineralization, ligninolytic activity

and N release at close to zero temperatures.

4. determine whether there are links between

ligninolytic activity, C mineralization and

dynamics of litter microbial colonizers during

incubation.

Spruce needles (Picea abies) and the litter of four

dominant understorey species (Athyrium alpestre

(lady fern), Vaccinium myrtillus (blueberry), Ca-

lamagrostis villosa (reedgrass), and Avenella flexul-

osa (hair-grass) were incubated at 0 (average winter

temperature) and 10 �C (average summer tempera-

ture) for four months. The three representative litters

with different amounts of phenolics (spruce needles,

blueberry and reedgrass) were analyzed for lignin-

degrading enzyme (PhOx and Perox) activities and

composition of fungal and bacterial communities.

Materials and methods

Study site description

Litter was collected from six different sampling sites

in the watersheds of two glacial lakes: Plešné and

Čertovo, which are situated at 48�470 and 49�100N,

and 13�520, and 13�110E, respectively, at altitudes

from 1030 to 1090 m a. s. l. Watershed of Plešné Lake

is covered with a 160 year-old Norway spruce (Picea

abies) forest with small areas of ash. The bedrock is

composed of granites. Čertovo Lake is covered with

90–150 year-old Norway spruce forests, with sparse

white fir (Abies concolor) and European beech (Fagus

sylvatica); the bedrock is predominantly composed of

mica-schist (muscovite gneiss) with quartzite intru-

sions. The understorey of both watersheds is domi-

nated by hair grass (Avenella flexuosa), reedgrass

(Calamagrostis villosa), blueberry (Vaccinium myrt-

illus), and lady fern (Athyrium alpestre, Svoboda et al.

2006). Soil types are mostly cambisols, podzols and

litosols on steep slopes in both watersheds. Soil

temperatures measured from 2001 to 2002 were close

to 0 �C in winter and 10–12 �C in the summer

months. Basic physico-chemical and biochemical

properties of the soils are described by Kopáček

et al. (2002a, b) and Veselý (1994).

Litter collection and experimental set-up

Senescent leaves from four dominant understorey

species (hair grass, reedgrass, blueberry and lady

fern) and spruce needles were collected in October

2005, 2006 and 2007. Mean values of initial litter

quality from the three sampling years are presented in

Table 1. Fresh litter was stored in a cold room for a

maximum of 24 hours. Then litter moisture was

adjusted to 60% and litter was weighed (20 g) into

1,000 ml flasks in three replicates. Samples were

incubated in closed flasks at 0 and 10 �C for four

months; moisture was adjusted every 14 days. All

results further reported in this paper are expressed on

a dry weight basis (105 �C) and mean values from

three replicates were used for statistical evaluations.

C mineralization was determined by measuring the

respiration rate, and decomposition by measuring

water extractable compounds (dissolved organic C

(DOC), dissolved organic N (DON) and dissolved

mineral N, DIN (sum of NH4
? and NO3

-) and

oxalate extractable P (POX) after incubation. Oxalate

extractable P (POX) is supposed to characterize

biological bioavailability of P in soil (Koopmans

et al. 2004; Pote et al. 1996; van der Zee et al. 1987;

Schwertmann 1964). Activity of ligninolytic enzymes

and composition of the microbial communities were

determined on spruce needles, reedgrass and blue-

berry in 2007. Respired CO2 was trapped into 1 M

NaOH placed in a beaker on the surface of the litter

and measurements were performed each 14 days.

Litter quality measurements

CTOT, NTOT, POX and phenolics were analyzed in air-

dried, finely ground litter. CTOT and NTOT were

measured using an elemental analyzer (NC Thermo-

Quest, Germany). POX was determined by extraction

of 0.5 g of litter with 50 ml of acid ammonium

oxalate solution (0.2 M H2C2O4 ? 0.2 M (NH4)2

C2O4 at pH 3) according to Cappo et al. (1987), but

with a three-step instead of continuous extraction

(Kopácek et al. 2002a). Dissolved organic carbon

(DOC) and dissolved nitrogen (DN) were extracted

step by step in both cold water (CW) and hot water
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(HW): water:litter, 10:1, v/w, 30 min at 20 �C and

16 h at 80 �C, respectively . DOC and DN in the cold

and hot water extracts were determined on a TOC/TN

analyzer (SKALAR FORMACS HT), and NH4
? and

NO3
- using a flow injection analyzer (Foss Tecator

5042, Sweden). Total phenolics were determined

using the method of Bärlocher and Graça (2005).

Dissolved organic nitrogen (DON) was calculated by

subtracting the sum of NH4
? and NO3

- from DN.

CO2 trapped in 1 M NaOH was determined by

volumetric titration. Values were used for calculation

of cumulative respiration (mg C-CO2 per g litter).

Analysis of Fe and Al in litter samples was done in

accredited laboratory of Czech Geological Survey. In

general 1 g of sample was carefully incinerated at

550 �C, than a mixture of HF, HClO4, and H3BO3

was added for disruption of litter samples, and finally

extracted by HCl. The resulting solution loaded to the

FAAS instrument (Perkin–Elmer 3100). Acetylene-

air and acetylene-N2O for Fe and Al was used,

respectively. Detection limit for Fe and Al is

0.01 mg.kg-1. Oxalate extractable Al (AlOX) and Fe

(FeOX) were calculated by equations based on a close

correlation between AlTOT/FeTOT and AlOX/FeOX

(Kaňa, unpublished data). 289 litter samples from

Plešné and Čertovo Lake watershed were analyzed

for AlTOT, ALOX, FeTOT, FeOX amount and correlated

(Eq. 1):

AlOX ¼ 0:1447 �AlTOTþ 0:6773; r¼ 0:61; p�0:01

FeOX ¼ 0:3409 �FeTOTþ 0:1357; r¼ 0:83; p�0:001

ð1Þ
The sorption data were fitted to the linear form of

the Langmuir equation (also called Lineweaver–Burk

regression) and the sorption maximum (XMAX) was

calculated for each litter type (Yuan and Lavkulich

1994). Calculations are based on a close correlation

between the sum of AlOX ? FeOX and XMAX (Kaňa

and Kopáček 2006).

Enzyme assays

Peroxidase (Perox) and phenol oxidase (PhOx) activ-

ities were determined in three representative litters

with different amounts of phenolics (spruce needles,

blueberry and reedgrass) during the 2007 experiment.

Activity was measured every 14 days using the

methodology of Hendel et al. (2005). In general, threeT
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replicate microtubes were used for each assay; three

microtubes were used as negative substrate controls

and another three microtubes served as negative

sample controls. The assay tubes received 1 ml

aliquots of sample suspension and 1 ml of 5 mM L-

DOPA substrate in 50 mM acetate buffer. The negative

sample control wells contained 1 ml aliquots of sample

suspension and 1 ml of acetate buffer. The negative

substrate control wells received 1 ml aliquots of

acetate buffer and 1 ml substrate. For Perox assays,

each well also received 100 ll of H2O2 (0.3%). The

microtubes were covered with aluminium foil and

placed on an orbital shaker for 1 h at 20 �C. Activity

was measured spectrophotometrically at 460 nm.

Enzyme activity was expressed in International

Enzyme Units (IEU). One unit of enzyme activity

was defined as the amount of enzyme forming 1 lmol

of reaction product per hour per g of organic matter

(litter). Overall ligninolytic enzyme activities were

calculated as the sum of the average activities of PhOx

and Perox during the incubation period.

Extraction of DNA from litter samples and PCR

amplification

Composition of the microbial community (bacterial

community by studying 16S rDNA and fungal

community by studying the ITS regions of their

genomic DNA) was determined at the beginning and

then after each month of incubation during the 2007

experiment.

A portion of each litter sample (0.15 g) was taken

for DNA extraction. Litters were homogenised in

liquid nitrogen using a sterile mortar and pestle.

Homogenised samples were transported into 1.5 ml

Eppendorf microtubes and kept frozen (-70 �C) until

the DNA isolation took place. For the isolation of

genomic DNA from litter and soil, the DNasy� Plant

Mini Kit (Qiagen, USA) was used according to

manufacture instructions with some modifications:

Bead-Beating was performed after adding the extrac-

tion buffer using a Mini Bead-Beater (BioSpec

Products, Inc.) for efficient disruption of fungal

spores and G? bacterial cell membranes. Isolated

DNA was stored in 1.5 ml Eppendorf microtubes in a

freezer (-20 �C).

Fungal communities were analysed using ITS1F

and ITS2 primer pairs to amplify the 300 bp fragment

of the fungal ITS rDNA by PCR. The primer ITS1F

(50-CTT GGT CAT TTA GAG GAA GTA A-30) is

higher fungi ITS specific, while ITS2 (50-GCT GCG

TTC TTC ATC GAT GC-30) is a universal primer

amplifying the ITS region from Eucaryotes, including

both Ascomycetes and Basidiomycetes (Heuer and

Smalla 1997). A 40 bp GC-clamp (50-CGC CCG

CCG CGC GCG GCG GGC GGG GCG GGG GCA

CGG GGG G-30) was attached to the 50 end of the

ITS2 primer to avoid a complete separation of DNA

strands during denaturing electrophoresis. The reac-

tion medium consisted of 5 ll of PCR buffer (Sigma,

100 mM Tris–HCl, pH 8.3, 500 mM KCl, 15 mM

MgCl2), 1 ll of dNTP (10 mM), 1 ll of each primer

(20 lM), 1 ll of GC-rich solution (Sigma), 2 ll of

Bovine Serum Albumin (20 mg ml-1), 0.5 ll of Taq-

polymerase (5 units/ll, Sigma) and 2 ll of genomic

DNA brought to a final volume of 50 ll. The

amplification programme consisted of an initial cycle

of denaturation at 95 �C for 3 min followed by 35

cycles of denaturation at 94 �C for 45 s, annealing at

55 �C for 45 s and extension at 72 �C for 1 min 15 s.

The amplification concluded with a final elongation

step at 72 �C for 8 min.

Bacterial communities were analysed using the

eubacterial primer set, 968f (50- AAC GCG AAG AAC

CTT AC -30) and 1401r (50- CGG TGT GTA CAA

GAC CC -30), to amplify by PCR a 475-bp fragment of

16S rDNA from the same DNA extract as above (Heuer

and Smalla 1997). A 40-bp GC clamp was attached to

the 50 end of the 968f primer. A 50 ll PCR mixture

containing 5 ll of PCR buffer (Sigma, 100 mM Tris–

HCl, pH 8.3, 500 mM KCl), 1 ll of dNTP (10 mM),

1 ll of each primer (100 lM), 0.5 ll of Taq-polymer-

ase (Fastart, Roche Diagnostic), 2 ll of MgCl2, 1 ll of

GC-rich solution (Sigma), 2 ll of BSA (3%) and 2 ll

of genomic DNA was used. The amplification regime

consisted of an initial cycle of denaturation at 94 �C for

5 min, followed by 35 cycles of denaturation at 94 �C

for 40 s, annealing at 56 �C for 30 s and extension at

72 �C for 1 min, concluding with an elongation step at

72 �C for 5 min.

Size of PCR amplicons was verified using 1.5%

(w/v) agarose and electrophoresed with specific

markers.

DGGE analyses

For DGGE analyses, 10 ll of PCR products (approx-

imately 150 ng) were loaded into a polyacrylamide
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gel (8%) with a 40% to 70% denaturing gradient for

bacteria and 38 to 50% for fungi and electrophoresed

for 16 h at 60 V and 60 �C using the DCodeTM

Universal Mutation Detection System (BioRad,

USA). The 100% denaturing stock solution consisted

of 105 g urea; 100 ml deionised formamide/250 ml.

Gels were stained with SYBR�Green (1:10000) and

visualised under UV light.

Bands in acrylamide gels were identified and

analysed using the Biorad Quantity One software v.

4.5.2. The position tolerance was set at 1% and

background subtraction was applied.

Within-gel comparisons, taking into account both

the presence/absence, and intensity (relative abun-

dance of species) of bands, were performed using

multivariate analyses.

Statistical evaluation

Basic statistical analyses were performed using

Statistica 8.0 (StatSoft). One-way ANOVA (litter as

independent variables), followed by the Tukey HSD

test wase used for testing differences between initial

litter quality and cumulative microbial respiration of

the four understorey species and spruce needles.

Linear regression was used to test the correlation of

NO3
-, NH4

?, DOC, DN, DON, DIN, POX and

cumulative mineralization rate on initial litter quality

characteristics. Correlation coefficients (r) with p

values were evaluated.

A unimodal type of constrained ordination, canon-

ical analysis (CCA), was used to evaluate the relation

between the litter chemical properties and extracellu-

lar enzymatic activities (explanatory variables, at the

beginning and end of incubation) vs. initial and final

composition of bacterial and fungal communities

(response variables). The contribution of each explan-

atory variable was tested using forward selection and

the Monte-Carlo permutation test within the CCA

framework (p \ 0.05). Only those explanatory vari-

ables that showed significant marginal and conditional

effects on the microbial communities were included in

the diagrams. The results were summarized using

biplot diagrams. In each diagram, the percentage of

explained variation between samples is shown on first

and second canonical axis. The distance between the

initial and final bacterial and fungal communities

illustrates the magnitude of differences between the

litter samples. The relative length and position of

arrows show the extent and direction of response of

bacterial and fungal community structures to the litter

chemical properties and extracellular enzymatic

activities. The analysis was performed using CANO-

CO ver. 4.5 (ter Braak and Šmilauer 1998).

Results

The role of phenolics, N and P content on litter

decomposition and nutrient release

Initial litter chemical characteristics differed signif-

icantly in the amounts of phenolics, and also in DOC,

DON and POX, and the phenolics/NTOT, phenolics/

PTOT ratios. The largest differences were between

spruce needles and hair grass litter (Table 1).

There was exponential relationship between the

initial amount of phenolics and POX (Fig. 1). When

the amount of phenolics dropped below

0.05 mmol g-1, the amount of POX dramatically

increased. The amount of NTOT and PTOT did not

correlate with the amount of phenolics (data not

shown).

Initial phenolics/PTOT, phenolics/POX and pheno-

lics/NTOT ratios were negatively related to NO3
-

amount and positively correlated to the DOC/DN and

DON/DIN ratios in water extracts after incubation

(Table 2). The amount of NH4
? was negatively

affected only by initial phenolics/PTOT and phenolics

content. The phenolics/PTOT and phenolics/POX

showed in most cases higher correlation coefficients

than the phenolics/NTOT ratio (Table 2).
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Fig. 1 Relationship between initial amount of phenolics and

bioavailable P (POX). Each point represents a mean value from

three replicates
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Cumulative microbial respiration at the end of

incubation was significantly highest in hair grass litter

(Tukey HSD test, p \ 0.05) at both incubation

temperatures compared to the other litter (Fig. 2a,

b), which then decreased in the order: blue-

berry [ reedgrass [ lady fern [ spruce needles and

reedgrass [ lady fern [ blueberry [ spruce needles

at 0 and 10 �C, respectively. However, the differ-

ences in cumulative respiration between these four

litters were not statistically significant (Tukey HSD

test, Fig. 2a). Cumulative microbial respiration at the

end of incubation was higher at 10 �C than at 0 �C.

Table 2 Correlation

coefficients (r) of selected

initial litter quality

characteristics (phenolics,

phenolics/NTOT, phenolics/

PTOT, phenolics/POX, POX)

versus the amount of NO3
-,

NH4
?, DOC/DN, DON/

DIN in water extracts and

POX after 4 months of litter

incubation at 0 and 10 �C

(the first column: the sum of

HW and CW extracts; the

second column: CW

extracts)

ns not significant

Correlation coefficients are

given and their

significances are marked by

asterisks as follows:

* p \ 0.05, ** p \ 0.01,

*** p \ 0.001

Initial litter quality Versus 0 �C 10 �C

r (HW ? CW) r (CW) r (HW ? CW) r (CW)

Phenolics/PTOT NO3
- -0.43* -0.41* -0.62*** -0.70***

NH4
? -0.45* -0.46* -0.55** -0.50*

DOC/DN 0.79*** 0.87*** 0.68*** 0.60**

DON/DIN 0.73*** 0.67*** 0.45* 0.51*

POX -0.63** -0.58**

Phenolics/POX NO3
- -0.61*** -0.50* -0.75*** -0.75***

NH4
? ns ns 0.40 ns

DOC/DN 0.67*** 0.76*** 0.68*** 0.42*

DON/DIN 0.75*** 0.77*** 0.89*** 0.74***

POX -0.61** -0.60**

POX NO3
- 0.81*** 0.66*** 0.62*** 0.65***

NH4
? ns ns ns ns

DOC/DN ns ns ns ns

DON/DIN ns ns ns ns

POX 0.88*** 0.96***

Phenolics NO3
- -0.48* -0.44* -0.65*** -0.72***

NH4
? -0.40* -0.42* -0.52** -0.48*

DOC/DN 0.72*** 0.80*** 0.61*** 0.49*

DON/DIN 0.68*** 0.62*** 0.50* 0.54**

POX -0.61** -0.58**

Phenolics/NTOT NO3
- -0.48* -0.43* -0.63*** -0.66***

NH4
? ns ns -0.49* -0.43*

DOC/DN 0.78*** 0.84*** 0.67*** 0.53**

DON/DIN 0.47* 0.70*** 0.53** 0.59**

POX -0.58** -0.56*
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(a) (b)Fig. 2 Cumulative

respiration of lady fern,

spruce needles, blueberry,

reedgrass and hair grass

litter incubated at 0 (a) and

10 �C (b).Mean values from

three independent

experiments (2005, 2006,

2007) and standard

deviation (error bars) are

given
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Between temperature differences were 56.6 ± 20.8%

in lady fern litter, 49.0 ± 20.2% in reedgrass litter,

37.4 ± 18.1% in spruce needle litter, 27.2 ± 17.0%

in hair grass litter and 24.4 ± 10.4% in blueberry

litter (Fig. 2a, b).

Total cumulative respiration was negatively cor-

related with initial amount of phenolics, and the

CTOT/NTOT, phenolics/PTOT, phenolics/POX and

phenolics/NTOT ratios, and positively correlated with

POX (Table 3). The correlations were slightly stron-

ger at 10 �C than at 0 �C.

Relative P saturation was the lowest for spruce

needles (6.7%) and the highest for hair grass litter

(22.4%, Table 4) at the beginning of litter incubation.

Relative P saturation of the five incubated litters after

incubation ranged from 44 to 81% at both temper-

atures. Relative P saturation reached approximately

44% in spruce needle litter, while it was almost 81%

in hair grass litter (Table 4).

Final DOC, DN, DON, NO3
-, NH4

? amounts and

DOC/DN at 0 and 10 �C were closely correlated

(Table 5). Temperature affected final DOC, DN and

NO3
- amounts only slightly. This was indicated by

the slope of the linear correlation line being close to

1. Final NH4
? content in water extracts and DOC/DN

were lower at 10 �C than at 0 �C, while DON was

higher at 10 �C.

Perox and PhOx dynamics

The activity of PhOx had similar dynamics for spruce

needles and blueberry litter at 0 and 10 �C (Fig. 3a).

In reedgrass litter, the activity of PhOx was higher at

0 �C than at 10 �C; it peaked at the end of the first

month at 12.8 lmol h-1 g-1 (Fig. 3a). The activity of

Perox showed different dynamics than PhOx at both

incubation temperatures (Fig. 3b). Perox in reedgrass

litter was significantly higher than in the spruce

needles and blueberry litter at both temperatures. It

fluctuated during incubation at 0 �C and grew at

10 �C from the beginning until the end of the second

month, when it peaked at 56.5 lmol h-1 g-1

(Fig. 3b).

Average activity of PhOx over the entire incuba-

tion period was highest in reedgrass litter at 0 �C and

in spruce needles and reedgrass at 10 �C (Table 6).

However, the differences between spruce needles and

reedgrass were not significant (Tukey HSD test,

Table 6). The highest average Perox activity and

overall ligninolytic activity occurred in the microbial

community on reedgrass litter at both temperatures

(Table 6). The differences in PhOx, Perox and overall

ligninolytic activities between 0 and 10 �C were not

statistically significant for all litter.

Table 3 Correlation coefficients (r) of selected initial litter

quality characteristics (CTOT/NTOT, phenolics, phenolics/NTOT,

phenolics/PTOT and POX) versus cumulative respiration after

the months of litter incubation at 0 and 10 �C

Initial litter quality Versus cumulative respiration

r (0 �C) r (10 �C)

CTOT/NTOT -0.45* -0.41*

phenolics/PTOT -0.57** -0.63***

phenolics/POX -0.48* -0.55**

phenolics/NTOT -0.55** -0.59**

POX 0.43* 0.46*

Phenolics -0.57** -0.64***

Correlation coefficients are given and their significances are

marked by asterisks as follows: *p \ 0.05, **p \ 0.01,

***p \ 0.001

Table 4 Litter total P sorption capacity (POX ? XMAX) and relative P saturation (POX/XMAX ? POX) observed in five major

understorey litter before incubation (initial) and after the four month of incubation at 0 and 10 �C

Litter Initial After 4th month at 0 �C After 4th month at 10 �C

XMAX ? POX POX/XMAX ? POX XMAX ? POX POX/XMAX ? POX XMAX ? POX POX/XMAX ? POX

(lmol g-1) (%) (lmol g-1) (%) (lmol g-1) (%)

Spruce needles 14.7 6.7 24.6 44.3 24.4 43.9

Lady fern 16.4 16.4 39.8 65.4 46.8 70.5

Blueberry 16.4 15.5 30.5 54.5 32.0 56.5

Reedgrass 16.2 15.1 44.5 69.3 39.5 65.3

Hair grass 17.7 22.4 73.7 81.4 65.8 79.1
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There was a close correlation between overall

ligninolytic activity and respiration rate (r = 0.77,

p \ 0.01 and r = 0.82, p \ 0.01 at 0 and 10 �C,

respectively; Fig. 4). The relationship between lig-

ninolytic enzymes and microbial respiration was

similar at both temperatures, which was indicated

by the similar slope of the linear regressions. The y

intercept (y axis = respiration rate) was 2 times

higher for 10 �C as compared to 0 �C indicating that

microbial respiration was more sensitive to temper-

ature than the activity of ligninolytic enzymes

(Fig. 4).

Change of fungal and bacterial communities

in relation to phenolics, N and P content

Fungal communities

The first and second canonical axes explained 50.1%

of the variability of the fungal communities on spruce

needles, blueberry and reedgrass at 0 �C (Fig. 5a).

Variance explained by the variables selected by

forward selection was 89% and decreased in order:

DOC/DN (explained 26%) [ POX (explained 22%) [
Perox (explained 21%) [ phenolics (explained 20%).

During decomposition, all three communities changed

their composition with relation to POX. POX influenced

strongly the blueberry and reedgrass fungal commu-

nities and slightly the spruce needle community

(Fig. 5a). Additionally, the fungal community of

spruce needles showed a slight positive correlation

with Perox activity.

At 10 �C, the first and second canonical axes

explained 56.8% of the variability of the fungal

communities (Fig. 5b). Variance explained by the

variables selected by forward selection was 90% and

decreased in order: phenolics/NTOT (explained

27%) [ phenolics/PTOT (explained 23%) [ POX

(explained 21%) [ PhOx (explained 19%).The fun-

gal community of reedgrass changed composition

again with relation to POX. Contrary to 0 �C, the

Table 5 Effect of different incubation temperatures on nutri-

ent release, and DOC/DN and DON/DIN ratios

0 �C versus 10 �C CW HW ? CW

r Slope r Slope

DOC 0.88 1.02 0.84 0.83

DN 0.89 0.86 0.91 0.92

DON 0.94 1.57 0.92 1.45

NO3
- 0.77 1.29 0.75 1.15

NH4
? 0.70 0.50 0.72 0.48

DOC/DN 0.84 0.52 0.87 0.64

DON/DIN ns – ns –

Correlation coefficients (r) and slopes between released

nutrients at 0 and 10 �C are shown

ns not significant

PhOx – phenoloxidase, PerOx - peroxidase
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fungal communities of spruce needles and blueberry

litter changed composition with relation to PhOx

activity (Fig. 5b).

Bacterial communities

At 0 �C, the first and second canonical axes explained

50% of the variability in the bacterial communities of

spruce needles, blueberry and reedgrass (Fig. 6a).

Variance explained by the variables selected by

forward selection was 85% and decreased in order:

POX (explained 35%) [ Perox (explained 22%) [
phenolics (explained 17%) [ phenolics/N (explained

11%). All three communities changed their compo-

sition greatly during the incubation. While the

bacterial community of spruce needles changed

composition under the strong influence of phenolics,

POX strongly influenced the bacterial communities of

Table 6 Average activity of PhOx, Perox and overall ligninolytic activity (sum of PhOx and Perox activity) during the incubation

period at 0 and 10 �C

Litter Average enzyme activity

PhOx (lmol h-1 g-1) Perox (lmol h-1 g-1) Overall ligninolytic activity (lmol h-1 g-1)

0 �C 10 �C 0 �C 10 �C 0 �C 10 �C

Spruce needles 2.5A (2.4) 5.7A (3.9) 5.0A (1.4) 3.6A (4.1) 7.6AB (1.7) 9.3AB (1.7)

Blueberry 2.7A (1.9) 2.8A (2.3) 3.2A (5.5) 5.7A (6.3) 6.0A (5.9) 8.5AB (5.1)

Reedgrass 6.0A (4.6) 4.7A (2.0) 17.3AB (10.8) 33.1B (19.0) 23.3C (9.6) 37.8C (20.3)

Standard deviations are shown in parenthesis (n = 18)

Different letters show significant differences between values within columns at 0 and 10 �C (p \ 0.05)

y = 0.2219x + 26.663
r = 0.82, p < 0.01

y = 0.2127x + 13.126
r = 0.77, p < 0.01
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Fig. 5 Ordination biplot of CCA displaying the effect of

environmental variables (full line arrows) explaining the

variance in fungal community composition (a—0 �C, b—

10 �C) at the beginning and end of the incubation of spruce

needle, blueberry and reedgrass litters. Monte–Carlo

permutation test was calculated and four environmental

variables explaining the most variability in fungal community

composition are shown. The order of explained variation by

each environmental variable is displayed in downer left corner
of ordination diagram
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reedgrass and blueberry litter. The bacterial commu-

nity of blueberry litter was additionally affected by

Perox activity.

The first and second canonical axes explained

67.8% of the variability of bacterial communities at

10 �C (Fig. 6b). Variance explained by the variables

selected by forward selection was 91% and decreased

in order: Perox (explained 37%) [ POX (explained

25%) [ DOC/DN (explained 15%) [ phenolics/

NTOT (explained 14%). All three bacterial communi-

ties changed differently during the incubation. POX

and Perox activity had similar effects on the bacterial

reedgrass litter community. The blueberry litter and

spruce needle communities developed according to

unknown environmental variables (Fig. 6b).

Discussion

The role of phenolics, N and P in litter

decomposition and nutrient release

The present study confirmed that a low amount of

phenolics and low phenolics/NTOT ratio in plant litter

is closely related to higher DIN release during the

first four mounts of litter decomposition (Northup

et al. 1995). In addition, we found that the phenolics/

POX and phenolics/PTOT ratios have similar correla-

tion coefficients for DIN release as the phenolics/

NTOT ratio (Table 2).

For a better understanding of how P can influence

decomposition processes, we need more information

about P bioavailability (Pote et al. 1996). Greater

amounts of POX, as an indicator of bioavailable P,

were connected with increased NO3
- release during

litter decomposition in low lignified litter (i.e.

reedgrass and hair grass litter, Table 2). It was also

indicated by higher N mineralization and nitrification

rates in reedgrass and hair grass litter (Tahovská,

unpublished data). Similar results were found also in-

situ for the litter soil horizon in the Bohemian Forest

(Kaňa and Kopáček 2006; Šantrůčková et al. 2004,

2006).

Our results additionally revealed that, when phen-

olics were included into the statistical calculations

with relation to POX, we found a close correlation

with the DOC/DN and DON/DIN ratios after four

months of litter incubation (Table 2). The strong

relationship between phenolics and the DON/DIN

ratio was first described by Northup et al. (1995).
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Fig. 6 Ordination biplot of CCA displaying the effect of

environmental variables (full line arrows) explaining the

variance in bacterial community composition (a—0 �C, b—

10 �C) at the beginning and end of the incubation of spruce

needle, blueberry and reedgrass litters. Monte–Carlo

permutation test was calculated and four environmental

variables explaining the most variability of bacterial commu-

nity composition are shown. The order of explained variation

by each environmental variable is displayed in upper right
corner of ordination diagram
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Phenolics comprise up to 60% of plant dry weight

and are well known for their protective and high

reactive properties (Gallet and Lebreton 1995). In the

decomposition process phenolics need to be first

depolymerized from the lignin matrix by lignin

degrading enzymes. The rate of carbon mineraliza-

tion is a very slow in spruce needle litter as was

confirmed by it having the lowest cumulative respi-

ration of the five litters tested, as well as low

ligninolytic activity (Figs. 2, 3). The amount of

phenolics and P availability could be one of the

reasons. Phenolics differ in their structure and

complexity among plant species, which influeces

the quality of depolymerization products. Northup

et al. (1995), explained the close relationship of

DON/DIN with phenolics predominantly by the fact

that high molecular weight phenolics can precipitate

proteins (the major part of DON) and can therefore

shift the microbial N metabolism to decrease the loss

of DIN; vice versa, low molecular weight, water

soluble phenolics can accelerate respiration rate and

increase the release of DIN. Also, close connection

between phenolics and POX can be caused by the

natural properties of phenolics. Most of the low

molecular weight phenolics released by depolymer-

ization have highly reactive ortho-phenolic groups

(Comerford and Skinner 1989). When released, they

are able to precipitate Al and Fe ions (Northup et al.

1995, 1998; Comerford and Skinner 1989). Precipi-

tation of Al and Fe by low molecular weight

phenolics leads to higher amounts of POX and greater

mineral N release from grasses. On the contrary,

precipitation of proteins by high molecular weight

phenolics leads to lower mineral N release and lower

POX from spruce needle litter. Therefore, not only the

amount of phenolics, but also the phenolics/POX ratio

seem to be important indicator of DON and DIN

release (Northup et al. 1995; Gallet and Lebreton

1995; Fierer et al. 2001; Kanerva et al. 2006).

In general, there was a negative correlation

between the initial amount of phenolics and POX

before and after incubation in our study (Fig. 1;

Table 2), which indicates that a low content of

phenolics was connected with high P bioavailability.

In high phenolic litter this could be caused by

reduced depolymerization rates of lignin, and low

molecular weight phenolics were not sufficient for

precipitation of Al and Fe ions. It resulted in P being

predominantly bound to recalcitrant Al and Fe

complexes (Northup et al. 1995; Comerford and

Skinner 1989). In low phenolic litter (i.e. reedgrass

and hair grass), the amount of POX increased during

decomposition. After four months, the amount of POX

almost reached the total P sorption capacity in both

grasses (Table 4). Therefore, in areas dominated by

reedgrass and hair grass, POX can leach to litter soil

horizon from decomposing litter, because of the P

saturation. Similar behavior was previously found for

DIN (Šantrůčková et al. 2006; Svoboda et al. 2006;

Kopáček et al. 2002a, b; 2006a, b).

Dynamics of Perox and PhOx activities and low

temperature effect

The main enzymes which are responsible for lignin

degradation and depolymerization are fungal and

bacterial ligninolytic enzymes (Baldrian 2004; Snajdr

et al. 2008), namely phenoloxidases (PhOx) and

peroxidases (Perox). However, PhOx and Perox do

not have the same biochemical functions. PhOx uses

O2 molecules for oxidation and is mainly responsible

for degradation of more labile low molecular weight

phenolics. Meanwhile, Perox uses H2O2 for creating

unstable and highly reactive phenolic radicals and is

predominantly associated with lignin depolymeriza-

tion (Weintraub et al. 2007). Perox is produced by all

white rot basidiomycetes, but PhOx may not be,

suggesting that PhOx is not absolutely required in

lignin degradation (Srinivasan et al. 1995; Dittmer

et al. 1997; Rodriguez et al. 1999; Podgornik et al.

2001; Larrondo et al. 2003; Valaskova et al. 2007).

The activity of Perox increased the most on

reedgrass litter at both incubation temperatures,

suggesting that depolymerization in low phenolic

litter is rapid from the very beginning of decompo-

sition (Fig. 3). Therefore, there can be a sufficient

amount of reactive phenolics during reedgrass litter

decomposition to precipitate Al and Fe ions, which

increases P bioavailability and DIN release. On the

contrary, high NO3
- concentrations are thought to

inhibit ligninolytic enzymes unless they are used by

the decomposing community as N source or in

denitrification processes. In our experiment, NO3
-

concentrations did not reach concentrations to inhibit

ligninolytic enzymes as was found by Wardlop and

Zak (2006), and Waldrop et al. (2004). These authors

did not find any significant decrease in PhOx and

Perox activities below 10 lg g-1 of NO3
- which was
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the typical concentration in our experiment. However,

they found significant decrease in the activity of PhOx

(about 30%) and Perox (about 50%) at NO3
-

concentrations of 20 lg g-1.

Additionally, our experiment revealed that micro-

bial processes were also active close to zero and that the

activity was not negligible. Sometimes the activity was

even higher at 0 �C than at 10 �C (Table 5). The

activities of PhOx and Perox at 0 �C were also

relatively high (Di Nardo et al 2004; Uchida et al.

2005). Our results confirmed the latest findings that

microbial respiration and the activities of lignin-

degrading enzymes during the winter period under

snow cover are comparable to those during the summer

period (Fig. 3; Table 3; Uchida et al. 2005). High

Perox activity in low phenolic litter during the winter

period can produce more reactive phenolics, increasing

the amount of bioavailable P, which reached 69% and

82% of total P litter saturation after the four months in

reedgrass and hair grass litter, respectively (Table 4).

Overall ligninolytic activity showed a close

positive correlation with microbial respiration. The

effect was almost identical at both incubation tem-

peratures (Fig. 4). The differences in the factors

measured at the of incubation temperature of 0–10 �C

were significant (p \ 0.05) only for respiration rate,

which showed positive effect of temperature. The

overall activity of ligninolytic enzymes in all three

litter samples was not affected significantly by

temperature (Davidson and Janssens 2006).

Dynamics of bacterial and fungal communities

There has been increasing interest in the last few

years in using cultivation independent, DNA-based

methods for studying bacterial and fungal communi-

ties in soil and litter (Coleman and Whitman 2005;

Lynch et al. 2004; Fitter et al. 2005; Nannipieri et al.

2003; Kulhankova et al. 2006). However, many of

these studies have focused on estimating the bacterial

or fungal communities at a specific time of litter

incubation or in a particular season and did not study

changes in microbial community composition over a

time period. Few of them included environmental

variables, such as the chemical composition of litter,

into the statistical calculations to determine the link

between changes in microbial composition and

biovailability of key nutrients during litter decompo-

sition (Fromin et al. 2002; Kulhankova et al. 2006).

Because we eliminated the direct contact of litter

with soil and the long-term decomposer biota were

absent, we assumed that only primary colonizers and

those microorganisms already present on plant leaves

(endophytes) will be responsible for litter decompo-

sition. The ecological role of microbial primary

colonizers, their enzymatic activity and their succes-

sion during the first months of litter decomposition

are still not clear, but they are often found in the litter

soil horizons (Lindahl et al. 2007; Livsey and

Barklund 1992). Our results showed that, at a

microcosm scale different nutrient availability can

be closely related to composition of both bacterial

and fungal communities. In general, bacterial and

fungal communities compete for available nutrients

when litter decomposition starts (Hoshino and Mat-

sumoto 2007; Hoshino and Matsumoto 2004; Hurt

et al. 2001). Each group has its advantages over the

other. Bacteria can grow faster, but are less tolerant

of acidic conditions (Fioretto et al. 2007; Killham

1994). In spruce forest ecosystems, where a lot of

lignified litter is decomposed, fungi have an enzy-

matic advantage over bacteria. Actinomycetes are the

only known representatives which are able to com-

pete with fungi in lignin degradation (Waldrop et al.

2004; Waldrop and Zak 2006). New studies also

show that Actinomycetes are leaf endophytes (Izumi

et al. 2008; Li et al. 2008).

Our results revealed that composition of bacterial

and fungal communities changed greatly during litter

incubation (Figs. 5, 6). This change was mainly in the

number and type of different bands in the DGGE

gel, indicating some successional development of

primary colonizers and endophytes in the microcosm

during the four months (data not shown). However,

only the composition of microorganisms at the

beginning and end of incubation were compared

together with available data on environmental vari-

ables (Figs. 5, 6).

At 0 �C, the amount of phenolics was closely

connected to initial composition of fungal communi-

ties in high lignified litter (i.e. spruce needles),

indicating that these may be controlled by phenolics.

O the contrary, phenolics were not related to the

initial bacterial community on spruce needles

(Fig. 6a). This seems to be in agreement with

Frankland (1992), who hypothesized that the bacte-

rial primary decomposers first utilize simple and

easily available compounds and after that the more
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recalcitrant ligno-cellulose complexes. Fast growing

bacteria can over dominate fungi in competition for

easily available nutrients in this stage of litter

decomposition. Fungi, which are then in a nutrient

limiting environment are obliged to depolymerize

lignin and can be influenced by the amount of

available phenolics (Fig. 6).

At 10 �C, fungal and bacterial communities of

reedgrass at the end of the incubation responded

strongly to POX (Figs. 5, 6). This is with agreement

with the highest respiration rate in reedgrass litter

which means that the microbial decomposers would

have higher demand on P availability.

The connection of extracellular enzymes (i.e.

PhOx and Perox) with the composition of microbial

communities may be difficult to interpret. Is the

activity of enzymes affecting microbial composition

or is it the other way around? The production of

extracellular enzymes is C, N and energy intensive,

therefore microbes produce enzymes only when there

is nutrient limitation (Koch 1985). Microbes that

produce PhOx and Perox have to face several

important challenges. Because these enzymes are

produced and function outside the cell, products of

depolymerization process (i.e. low molecular pheno-

lics) may then diffuse away from the enzyme-

producing microbes (Allison 2005). Other microbes

in the system could take up these products without

secreting their own enzymes. This strategy of

‘‘cheating’’ should arise whenever multiple organ-

isms can benefit from the resource investment of a

single organism (Velicer 2003), and could represent a

competitive threat to enzyme-producing microbes.

How they will succeed in ‘‘fighting’’ with ‘‘cheater’’

microbes depends also on the initial population size/

density of extracellular enzyme producers (Allison

2005). Therefore, PhOx and Perox activities may

affect not only the composition of ligninolytic

enzymes producers, but also the composition of other

microbes (i.e. fast growing bacterial communities),

which lack PhOx and Perox activities.

Only Perox activity had a significant effect on

bacterial community, indicating a strong dependence

of bacteria on depolymerization processes. However

these changes were dependent on litter type and

incubation temperature (Fig. 6a, b). At 0 �C, the

bacterial communities of blueberry and reedgrass

litter at the end of incubation were strongly positively

related to Perox activity. We did not observe a similar

pattern at 10 �C (Fig. 6b). On the contrary, the

bacterial community of spruce needles changed from

a positive relation to Perox at the beginning of

incubation to a strongly positive relation to the

amount of phenolics at the end of incubation. This

could be an indication of change in bacterial com-

munity from Actinomycetes, which produced Perox

at the beginning, to the ‘‘cheater’’ microbes, which

used depolymerized phenolics at the end of the

incubation. It also confirms previous findings that the

competition for available nutrients play crucial role in

the composition of the decomposers at the later stages

of litter decomposition (Berg et al. 1993). Our results

showed that this shift in microbial composition at a

microcosm scale can be relatively fast, i.e. during the

first four months of litter decomposition.

From the results we conclude:

• The phenolics/PTOT and phenolics/Pox ratios are

good predictors of the release of DON and DIN

from acid spruce forest litter.

• The higher activity of ligninolytic enzymes (i.e.

Perox) in low phenolic reedgrass litter can

produce highly reactive phenolics, which can

either be used by the microbial community or

precipitate Al and Fe ions, thereby increasing the

bioavailability of P (POX) and release of DIN.

This can, therefore, lead to higher DIN leaching

from the areas dominated by grasses.

• Activity of lignin-degrading enzymes at 0 �C was

comparable to those at 10 �C.

• There is a potential risk of bioavailable P (POX)

leaching from grass dominated sites to the soil

litter horizon.

• Bacterial and fungal communities of primary

colonizers and endophytes change greatly during

the early-stages of litter decomposition. While the

change in fungal community composition of low

lignified litter (i.e. reedgrass) correlates mostly

with bioavailable P (POX), the change in higher

lignified litter (i.e. spruce needles) correlates

mostly with phenolics/NTOT, phenolics/PTOT

ratios and PhOx activity (i.e. fungal community

of spruce needles at 10 �C). Perox activity was

responsible for the change in bacterial community

composition of blueberry and reedgrass litter,

while the bacterial community of spruce needle

litter changed with relation to phenolics (i.e.

bacterial community of spruce needles at 0 �C).
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Kaňa J, Kopáček J (2006) Impact of soil sorption characteris-

tics and bedrock composition on phosphorus concentra-

tions in two Bohemian Forest Lakes. Water Air Soil Pollut

173:243–259

Kanerva S, Kitunen V, Kiikkila O, Loponen J, Smolander A

(2006) Response of soil C and N transformations to tannin

fractions originating from Scots pine and Norway spruce

needles. Soil Biol Biochem 38:1364–1374

Killham K (1994) Soil ecology. Cambridge University Press,

Cambridge

Kirk TK, Farrell RL (1987) Enzymatic ‘combustion’: the

microbial degradation of lignin. Annu Rev Microbiol

41:465–505

Koch AL (1985) The macroeconomics of bacterial growth. In:

Fletcher M, Floodgate GD (eds) Bacteria in their natural

environments. Academic Press, London, pp 1–42

Koopmans GF, Chardon WJ, de Willigen P, van Riemsdijk

WH (2004) Phosphorus desorption dynamics in soil and

the link to a dynamic concept of bioavailability. J Environ

Qual 33:1393–1402
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chemical activity and phosphorus transformations and

losses from acidified forest soils. Soil Biol Biochem

36:1569–1576
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Received: 26 October 2012 / Accepted: 25 July 2013 / Published online: 10 August 2013

� Springer Science+Business Media Dordrecht 2013

Abstract Acid forest soils in the Bohemian Forest in

Central Europe are biogeochemically imbalanced in

organic C, N and P processing. We hypothesized that

these imbalances can be due to different temperature

sensitivities of soil enzyme activities and their affin-

ities to substrate in litter and organic soil horizons. We

measured potential activities of five main soil enzymes

(b-glucosidase, cellobiohydrolase, Leu-aminopepti-

dase, Ala-aminopeptidase, and phosphatase) respon-

sible for organic carbon, nitrogen and phosphorus

acquisition. We also modeled potential in situ enzyme

activities and nutrient release based on continuous

in situ temperature measurements. We determined

basic kinetic parameters (Km, Vmax), enzyme efficien-

cies (kcat) and temperature sensitivities (Ea and Q10)

according to Michaelis–Menten kinetic and modified

Arrhenius models. Our results showed significant

differences in substrate affinities between the litter and

organic soil horizons. Higher aminopeptidase affinity

(lower Km) in the litter soil horizon can lead to

leaching of peptidic compounds to lower soil horizons.

b-Glucosidase and phosphatase showed high temper-

ature response following the Arrhenius model. How-

ever, both aminopeptidases showed no or even

decreased activity with increasing temperature. The

aminopeptidase temperature insensitivity means that

peptidic compounds are degraded at the same or even

lower rate in warmer and colder periods of the year in

acid forest soils. This imbalance results in different

release of available nutrients from plant litter and soil

organic matter which may affect bacterial and fungal

community composition and nutrient leaching from

these ecosystems.

Keywords Acid forest soil � Enzyme kinetics �
Potential enzyme activity modeling � Q10 �
Soil enzymes � Temperature sensitivity

Introduction

Soil enzymes play crucial roles in the biogeochemical

cycles of carbon (C), nitrogen (N) and phosphorus

(P) (Tate 2002). By the activity of celullolytic,

proteolytic and phosphorolytic enzymes, simple

organic compounds like monosaccharides, amino

acids or phosphates are released to the soil environ-

ment representing an important and ‘‘easy to take’’

fraction of soil solution. Several classes of enzymes

need to cooperate in complex biopolymer degradation.
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However, ecological studies generally quantify only

the activities of enzymes that catalyse the terminal

reactions that produce assimilable products from the

C, N and P sources (Sinsabaugh et al. 2009). The

potential activities of these enzymes can be linked to

biogeochemical transformations, microbial metabo-

lism rates and even used to predict microbial nutrient

demand.

There are several factors influencing soil enzyme

activity of which temperature, moisture and substrate

availability are the most important (Meentemeyer

1978; McClaugherty and Linkins 1990; Allison 2006;

Allison and Vitousek 2005; Allison and Jastrow 2006;

Sierra 2012). Many studies have focused on measur-

ing kinetic parameters while only some have focused

on temperature sensitivity of essential soil enzymes in

C, N and P acquisition (Burns et al. 2002; Wallenstein

et al. 2009; Stone et al. 2012). This knowledge gap is

in contrast with the large number of studies focused on

the temperature sensitivity of litter and soil organic

matter (SOM) decomposition rates where soil

enzymes play a crucial role (Sinsabaugh et al. 2008;

Sinsabaugh 2010; Davidson and Janssens 2006; Kirs-

chbaum 2006). Data from the Michaelis–Menten

kinetic model and temperature sensitivity measure-

ments can give us a better insight into the potential

substrate availability by determining basic kinetic

parameters of soil enzymes. Additionally, from the

measuring of soil enzyme activities at different

temperatures and continuous measuring of in situ soil

temperatures we can model in situ potential enzyme

activities and also predict nutrient release throughout

the season (Sinsabaugh et al. 2009; Wallenstein and

Weintraub 2008; Wallenstein et al. 2009).

The aim of this study was to estimate the kinetics of

five soil enzymes involved in organic C, N and P

processing and their temperature sensitivities in an

acidic mountainous spruce forest soil. Spruce forest

soils in central Europe were subject to high anthropo-

genic N depositions in the second half of the last

century (Kopáček et al. 2002). This extremely high N

input to these forest soils imbalanced the soil biogeo-

chemistry (Kopáček et al. 2002; Šantrůčková et al.

2004, 2006, 2009). On the one hand, high N deposition

can have a positive feedback on the overall soil

enzyme production because their biosynthesis is N

intensive (Koch 1985). On the other hand N deposition

can lead to enormous soil acidification, decrease of

base cation concentrations and the soil ability to retain

N (Majer et al. 2003; Kopáček and Vrba 2006; Bárta

et al. 2010; Tahovská et al. 2013). These biogeochem-

ical imbalances can have their origin in imbalances in

the soil enzyme activities. We assume that these

changes can be due to the different enzyme affinities to

substrates in the litter and organic soil horizons. Also,

different temperature sensitivities of soil enzymes in

CNP cycling can shift the dissolved organic matter

(DOM) stoichiometry in warmer and colder seasonal

periods.

We expect that enzyme activities will fluctuate

more with temperature in the upper litter soil horizon

than in the organic soil horizon. We hypothesized that:

(1) Substrate affinities increase with soil depth, which

corresponds with decreasing substrate concentration/

availability; (2) According to the Arrhenius model soil

enzyme activities will increase exponentially with

increasing temperature; and (3) the soil enzyme

activities will be more temperature-sensitive in the

colder period of the year than in the warmer one.

Materials and methods

Study site

Study site is located in the watershed of Plešné Lake,

which is situated at 48�470N, and 13�520E, altitude of

1300 m asl in the Bohemian Forest (Central Europe),

is covered with a 160 year-old Norway spruce (Picea

abies) forest. The bedrock is composed of granites. The

understorey of the watershed is dominated by hair grass

(Avenella flexuosa), reedgrass (Calamagrostis villosa),

blueberry (Vaccinium myrtillus), and lady fern (Athy-

rium alpestre, Svoboda et al. 2006). Soil types are

mostly cambisols. Basic physico-chemical and bio-

chemical properties of the soils were described by

Kopáček et al. (2002). Soil was collected from an

experimental sampling site in the watershed of glacial

Plešné Lake. The experimental site is*100 9 100 m.

Three replicates (each replicate was mixed from 10

randomly taken soil cores) from the litter (0–2 cm) and

organic horizons (5–10 cm) were collected in October

2010, homogenized through a 3 mm sieve and kept at

4 �C for 1 week for stabilization. Soil samples for

seasonal enzyme activities were taken in late May,

early August, and late October 2010. Enzyme kinetics

and temperature sensitivity were measured from soil

samples taken in October 2010.
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Soil enzyme activity determination

We determined potential enzyme activities of five

soil enzymes responsible for organic C, N and P

processing (Table 1). We used standard fluorometric

techniques to assess the enzyme kinetics and tem-

perature sensitivity (Marx et al. 2001). Briefly, 1 g of

soil was homogenized in 100 ml of distilled water

using IKA Ultra-Turrax T 10 homogenizator (IKA�

-Werke GmbH & Co. KG, Germany). The soil

suspensions (200 ll) were then transferred to a

96-well microplate in four analytical replicates. Then

50 ll of 4-methylumbelifferone (MUB) or 7-amino-

4-methylcoumarin (AMC) labeled substrates were

added. Standard curves were measured with MUB/

AMC in soil slurries for every sample separately.

Concentrations of MUB/AMC for standard curves

were: 0, 1, 5, 10, 25, 50, 100 and 200 lM. Micro-

plates were incubated at 30 �C for 2 h. All fluores-

cence measurements were done on the microplate

reader INFINITE F200 (TECAN, Germany) using the

excitation wavelength of 365 nm and emission

wavelength of 450 nm. Units of all enzyme activities

are expressed as nmol h-1 g C-1.

Soil enzyme kinetic parameters

Concentrations of 0, 5, 25, 50, 100, 200, 300 and

500 lM of MUB- and AMC-substrates were used for

the measurement of kinetic parameters. Enzyme

activities were fitted to either a nonlinear Michaelis–

Menten kinetic model (1). Enzyme efficiency (kcat)

was calculated by Eq. (2)

activity ¼ Vmax � ðSÞ
Km þ ðSÞ

ð1Þ

kcat ¼
Vmax

Km

; ð2Þ

where Vmax is the maximum rate of enzyme reaction

and/or concentration of the limiting isoenzyme

(nmol min-1 g-1), S is the concentration of the

MUB/AMC labeled substrate (lM), Km is Michae-

lis–Menten constant (lM) which reflects the enzyme

affinity for a given substrate.

Temperature sensitivity determination

and in situ modeling

Temperature sensitivity of each enzyme was deter-

mined by measuring enzyme activity at six different

temperatures (0, 5, 10, 15, 20, 25 �C). MUB- and

AMC-substrate concentrations were chosen according

to the kinetic results to avoid substrate limitation or

inhibition. Microplates were put into the pre-heated/

cooled incubators of desired temperature for 2 h.

Fluorescence was measured after 5, 65 and 125 min.

Modeled in situ enzyme activities were then

calculated using Eq. (3). This equation is a modifica-

tion of the equation, introduced by Wallenstein et al.

(2009). Instead of Wallenstein equation our equation

is based on measuring enzyme activities at 6 different

temperatures. In-situ temperature was measured con-

tinuously from May to October 2010 using data

loggers installed in the litter and organic soil horizons

at the experimental site. Temperature data were

collected at 2 h intervals from which day averages,

Table 1 List of soil enzyme activities measured, assay substrate used, element in biogeochemical cycling and the biopolymer, which

the enzyme degrades

Soil enzyme Assay substrate Element Function

b-Glucosidase,

E.C. 3.2.1.21

MUB-b-D-glucopyranoside Carbon Cellulose degradation: hydrolyses

glucose from cellobiose

Cellobiohydrolase,

E.C 3.2.1.91

MUB-b-cellobiopyranoside Carbon Cellulose degradation: hydrolyses

cellobiose from cellulose

Leu-aminopeptidase,

E.C. 3.4.11.1

AMC-L-leucine Nitrogen Proteolysis: hydrolyses leucine and other

hydrophobic amino acids from the N terminus

of polypeptides

Ala-aminopeptidase,

E.C 3.4.11.12

AMC-L-alanine Nitrogen Proteolysis: hydrolyses alanine and other

hydrophobic amino acids from the N

terminus of polypeptides

Phosphatase,

E.C. 3.1.3.2

MUB-phosphate Phosphorus Hydrolyses phosphate from phosphosaccharides,

nucleotides, and phospholipids
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minimum and maximum day temperatures were

calculated. Day mean temperature was then used for

modeling in situ potential enzyme activities using a

modified Arrhenius model.

Q10 values in the range of 0–25 �C were calculated

using Eq. (3)

Q10 ¼ eðS�10Þ ð3Þ

activityin�situ ¼ A � eðTin�situ�SÞ; ð4Þ

where S is the slope of the linear regression of ln

transformed enzyme activities in the temperature

range of 0–25 �C (Table S1), A = ea where a is the

Y intercept of the linear regression of ln transformed

enzyme activities, Tin-situ is day mean temperature and

e is Euler’s number.

Activation energy (Ea) was calculated by fitting

potential enzyme activities against temperature using

nonlinear Arrhenius model (v)

activity ¼ Ae�
Ea
RT : ð5Þ

A is the collision frequency (h-1), Ea is the activation

energy of enzyme reaction (J mol-1), R is gas constant

(8.314 J mol-1 K-1), T is the absolute temperature

(K).

Soil enzyme activities were grouped according to

C, N and P acquisition activity (Sinsabaugh et al.

2009). EC was b-glucosidase potential activity and

represented organic C acquisition activity, EN was the

average of aminopeptidases potential activities and

represented organic N acquisition activity and EP was

the potential activity of phosphatase and represented

organic P acquisition activity.

When modeling the available C, N and P nutrients

released by soil C, N and P enzymes, we assumed that

EC enzymes, having a theoretical potential activity of

1 mol h-1, release 1 mol h-1 of 6C glucose, EN

enzymes release in average 4.5C and 1 N (i.e. the

average of released C and N in form of hydrophobic

Ala and/or Leu amino acids), and EP enzymes release

1P in form of phosphate. Based on these assumptions,

we were able to model the potential release of

available C (Eq. 6), N (Eq. 7) and P (Eq. 8)

C ¼ 6 � EC þ 4:5 � EN ð6Þ
N ¼ EN ð7Þ
P ¼ EP: ð8Þ

Soil chemical analyses

All results are expressed on a oven-dry weight basis

(105 �C, 3 h) and mean values from three replicates

were used for statistical evaluations. CTOT and NTOT

were measured in finely ground soil using an elemen-

tal analyzer (NC ThermoQuest, Germany), while PTOT

was determined by sequential mineralization of the

samples by HNO3 and HClO4, and then analyzed by

flow injection analyzer (Foss Tecator 5042, Sweden).

Dissolved organic carbon (DOC) and dissolved nitro-

gen (DN) were extracted in cold water (CW) with a

water:sample ratio of 10:1, v/w, 1 h shaken at 20 �C.

DOC and DN in the cold water extracts were

determined on a TOC/TN analyzer (SKALAR FOR-

MACS HT), and NH4
? and NO3

- using a flow

injection analyzer (Foss Tecator 5042, Sweden).

Dissolved organic nitrogen (DON) was calculated by

subtracting the sum of NH4
? and NO3

- from DN. pH

in the litter and organic soil horizons was measured in

the CW extracts. Cation exchange capacity (CEC) was

measured and calculated according the Thomas 1982.

Statistics

Statistical analyses were performed using Statistica

9.0 (StatSoft). One-way ANOVA (soil horizon as the

independent variable), followed by the Tukey HSD

test, was used for testing differences between soil

chemical and kinetic parameters. Differences at

P \ 0.05 were regarded as statistically significant.

Kinetic parameters (Vmax, Km) and activation energies

(Ea) were calculated from nonlinear regression models

using Michaelis–Menten (1) and Arrhenius equation

(5) in GraphPad Prism 4.0 software.

Results

Chemical characteristics differed significantly between

the litter and organic horizons. All parameters were

significantly higher in the litter horizon with the exception

of PTOT, pH and CEC (Table 2).

Apparent Vmax values for the C and P enzymes

(b-glucosidase, cellobiohydrolase, and phosphatase)

were significantly higher in the litter horizon while the

apparent Vmax for the N enzymes (Ala- and Leu-

aminopeptidase) were higher in the organic horizon

(Table 3; Fig. S1). The apparent Km decreased with

soil depth for the C and P enzymes while again the

opposite was true for the N enzymes. The enzyme
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efficiency (kcat) was significantly lower in the organic

horizon than in the litter horizon for all enzymes. For

N enzymes we found the highest one order decrease of

the enzyme efficiency (Table 3). This clearly shows

the enormous distinctness of isoenzyme pools between

the litter and organic horizon in acid forest soils.

Temperature sensitivity of enzyme activities as

indicated by average Q10 between 0 and 25 �C and

activation energy (Ea) did not differ significantly

between the litter and organic soil horizon for the most

of the enzymes (Table 4). We were able to calculate

Ea only for b-glucosidase and phosphatase. The

cellobiohydrolase and both aminopeptidases did not

follow the Arrhenius model. Only b-glucosidase and

phosphatase had average Q10 [ 1. Interestingly, both

aminopeptidases had average Q10 values lower than 1

meaning their activities decreased with temperature;

cellobiohydrolase showed a similar trend (Table 4).

b-glucosidase activity was more temperature sensitive

in the litter soil horizon as indicated by higher Q10 and

Ea. On the other hand, phosphatase showed higher

temperature sensitivity in the organic soil horizon

(Table 4). We also compared Q10 values at different

temperature ranges (Table S2). These results showed

that Q10 values of both aminopeptidases were approx.

1 between 0 and 5 �C and then dropped below 1 till

20 �C. Between 20 and 25 �C Q10 values started to

increase again. Similar trend was observed for cello-

biohydrolase (Table S2).

While average daily temperature was similar in the

litter and organic horizons the temperature fluctua-

tions were much higher in the litter soil horizon

(Fig. 1a). On extreme days during June and July 2010,

the daily maximum and minimum temperatures

differed by 10 �C. On the other hand, these fluctua-

tions were not higher than 3 �C in the organic horizon

(Fig. 1b).

Modeled in situ enzyme activities showed large

differences between the EC/EN and EC/EP ratios.

While the EC/EP ratio was stable and close to global

average of 0.5 during the whole season (Figs. 2, 3), the

EC/EN ratio fluctuated between the maximum of 5

(i.e. the global average ratio between cellulases and

proteases reported by Sinsabaugh et al. 2009) and

minimum of 1.5 in the litter horizon and between 2 and

0.9 in the organic horizon during the season (Fig. 2).

The EC/EN ratio also more closely reflects temperature

than the EC/EP ratio. This was mainly caused by the

high temperature sensitivity of b-glucosidase andT
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temperature insensitivity of both aminopeptidases

(Table 4). Results also indicate large imbalance

between soil horizons: enzymatic potential of cellu-

lases dominates in litter horizon while proteases

relatively increased in the organic horizon.

Between July and August the EC/EN ratio averaged

3.5 in the litter horizon, which means that C enzymes

were much more active compared to the N enzymes in

top of the season (Fig. 2). EC/EN peaked in the litter

horizon with the maximum of 4.7 during the mid of the

July. On the other hand, at the beginning and end of the

season (between May and June and between September

and October) the EC/EN ratio was not higher than 2. In

the organic horizon the EC/EN ratio followed the similar

trend as in the litter horizon. However, the EC/EN ratio

was *2 times lower than in the litter horizon, which

means that N enzymes were more abundant relatively to

C enzymes in the organic horizon (Fig. 2).

The differences in the EC/EN enzyme ratio are

connected with the different temperature sensitivities

of C and N processing activities (Table 4). While the

activity of C enzymes increased during the season, the

activity of N enzymes decreased in both horizons

(Fig. 3a). In the organic horizon the EC/EN ratio was

under the threshold ratio of 3.2 during the whole

season (Allen and Gillooly 2009). Under this ratio

microbes switch to N limiting metabolism. Therefore,

in the organic horizon microbes are limited in N

supply while in the litter horizon there are cases when

microbes can switch to energy flow metabolism

(Fig. 3a). These results again contrast with the EC/EP

ratio which, under a 0.5 ratio throughout the whole

season in both horizons (Fig. 3b), indicates P limiting

metabolism in both horizons. Modeled versus mea-

sured enzyme activities showed that the model

underestimated the observed EC/EP ratio in the litter

horizon by 24 %, and the EC/EN ratio by 56 %

(Fig. 4).

The modeled seasonal shifts in available C/N

nutrient ratio showed again higher fluctuations in the

Table 3 Comparison of Vmax, KM, and kcat for soil hydrolytic enzymes in the litter (0–2 cm) and organic soil horizons (5–10 cm)

Soil horizon Vmax (nmol h-1 gC-1) KM (lM) Efficiency (h-1 gC-1) * 10-3

Litter Organic Litter Organic Litter Organic

b-Glucosidase 597.5A (73.9) 106.0B (8.7) 2.5A (2.3) 0.5A (0.8) 239.1A (28.3) 212.3A (19.4)

Cellobiohydrolase 42.9A (3.3) 4.2B (0.1) 0.6A (0.8) 0.3B (0.1) 72.1A (5.8) 14.0B (0.1)

Ala-aminopeptidase 38.7A (2.3) 73.2B (7.3) 5.9A (2.4) 281.5B (56.4) 7.2A (3.6) 0.3B (0.3)

Leu-aminopeptidase 47.6A (6.7) 54.5A (36.7) 13.7A (9.1) 549.7B (59.3) 3.5A (1.7) 0.1B (0.2)

Phosphatase 505.5A (83.0) 82.8B (3.5) 27.7A (15.7) 6.9B (2.1) 18.2A (3.4) 12.0B (4.5)

Different letters show significant differences between the litter and organic soil horizons for Vmax, KM and kcat (p \ 0.05).

Experimental data were fitted to the nonlinear regression using equations (i) from which Vmax, KM were determined. Enzyme

efficiency (kcat) was calculated as Vmax/KM. Average values are shown with standard error in parentheses (n = 3)

Table 4 Temperature sensitivity of soil hydrolytic enzymes described by average Q10 calculated for the temperature range from 0 to

25 �C and apparent activation energy (Ea) values in the litter and organic soil horizons

Soil horizon Q10 Ea (kJ mol-1)

Litter Organic Litter Organic

b-Glucosidase 1.67A (0.09) 1.61A (0.21) 45.7A (2.1) 43.8A (4.1)

Cellobiohydrolase 0.72A (0.14) 0.69A (0.18) ND ND

Ala-aminopeptidase 0.66A (0.14) 0.64A (0.13) ND ND

Leu-aminopeptidase 0.62A (0.08) 0.51B (0.15) ND ND

Phosphatase 1.50A (0.10) 1.74A (0.48) 37.9A (2.5) 46.7B (2.2)

Different letters show significant differences between soil horizons (p \ 0.05). Mean values and standard errors (in parentheses) are

shown (n = 3). Q10 values for specific temperature ranges are shown in Table S2

ND not determined
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litter soil horizon (Fig. 5a). The C/N ratio ranged from

a low of 12, which occurred at the beginning and end

of the season, to a maximum value of 34, which was

found in the litter horizon in July and August (Fig. 5a).

Temperature had a greater effect on the C/N ratio than

the C/P ratio (Fig. 5b). The C/N ratio increased from

12 to 34 and from 9 to 20 in the litter and organic

horizons, respectively, while the C/P ratio decreased

from 4 to 2.4 and from 10 to 4.5 in the litter and

organic horizons, respectively.

Discussion

The five soil enzymes differed significantly in both the

kinetic parameters and temperature sensitivities show-

ing high differences between organic C, N and P

processing and predicted nutrient release in acid forest

soils. Different enzymatic responses were observed

between the litter and organic horizons. This is likely

the result of different isoenzyme pools in the litter and

organic horizons reflecting differences in microbial

community composition, the gene pools and expres-

sion between the litter and organic soil horizons as

well as differences in phenolic compound composition

affecting both the kinetics and temperature sensitivity

of soil enzymes.

Differences in kinetic parameters between organic

C, N and P processing enzymes

Kinetic parameters (Km, Vmax) are important markers

of enzyme behavior giving insight into both the

enzyme activity and substrate affinity, respectively.

As defined by Michaelis and Menten kinetics,

potential enzyme activity is a measure of the
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Fig. 2 Modeled in situ organic carbon (EC), nitrogen (EN) and

phosphorus (EP) acquisition enzyme ratios in the litter and

organic soil horizons. Data represents the daily mean enzyme

activities. Complete dataset for each time point in 2 h intervals

is shown in Table S3

Fig. 1 Seasonal

temperature fluctuation in

the litter (a) and organic soil

horizons (b). Black lines

show day mean

temperatures, gray area

shows day minimum and

maximum temperatures and

dashed lines annual

temperature average
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maximum rate (Vmax) at a defined temperature and a

high nonlimiting substrate concentration (Michaelis

and Menten 1913). Our study found that there can be

dramatically high differences between the kinetics and

efficiencies of soil enzymes in the litter and organic

soil horizon (Table 3). This can be due to the fact that

different microbial communities produce different

isoenzymes in the litter and organic soil horizons or

enzymes being complexed with clay/humus particles.

Basically, both factors can simultaneously affect soil

enzymes and lead to different substrate affinities to the

same substrate in different soil depths (Ram et al.

2005).

Both peptidases, which are responsible for releas-

ing amino acids from short proteins, exhibited higher

enzyme efficiency and higher substrate affinity (lower

Km) in the litter than in the organic soil horizon

(Table 3). This can be either due to competitive

inhibition by naturally present peptidic compounds in

the litter horizon, because N-rich compounds are more

abundant in the litter as indicated by higher DON

(Table 2) or by allosteric inhibition by phenolic

compounds. Therefore, according to the lower Km,

peptidases in the litter horizon degrade peptidic

compounds at lower concentrations but with higher

efficiency (Table 3). Peptidases in organic horizon

favor higher concentration however degrade peptidic

compounds with lower efficiency. Because of this

imbalance, some portion of the complex fraction of

DON moves untouched and undecomposed from the

litter horizon to the lower organic soil horizon, where

it is degraded by a totally different pool of peptidases.

These imbalances in affinities and enzyme efficiencies

in the litter and organic soil horizons can lead to the

DON leaching from these soils, as proposed in other

studies (Kopáček and Vrba 2006).

We found an opposite trend for phosphatase and

cellulolytic enzymes, whose Km values were signifi-

cantly lower in the organic soil horizon. Simulta-

neously, Vmax and enzyme efficiency decreased as

well, however not as dramatically as in case of

aminopeptidases. A lower Km can be due to lower

concentrations of organic C and P rich substrates in the

lower soil horizon or by enzyme interaction with soil

particles in the organic horizon (Nannipieri 2006). The

enzyme-soil interactions with humus or clay particles

can have several consequences. By this process

enzymes can exhibit conformation changes (Allison

and Jastrow 2006; Nannipieri 2006) which can lead to

lower or no enzyme activity. Hope and Burns (1985)

showed that higher CEC of soils can lead to inactiva-

tion of soil enzymes and also decrease their movement

in the soil profile. In our soils, the CEC was similar in

both horizons, therefore other parameters should be

involved in changing the enzyme kinetics.

One of these factors can be the amount of phenolic

compounds. It is well known that enzymes create very

often complexes with phenolic compounds present in

Fig. 3 Modeled fluctuations of organic C acquisition enzyme

activity (EC) in relation to organic N (EN) and organic P (EP)

acquisition activities during the season. Dashed lines represents

the EC/EN and EC/EP threshold ratios for upper soil horizons (see

Sinsabaugh et al. 2009)
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higher amounts in the organic soil horizon and in this

case enzyme activity can be completely retarded. Our

previous study showed that phenolics are present in

very high concentrations in the litter horizon in our

study site (Bárta et al. 2010). This high amount was the

result of enormous spruce needle foliage which

introduced a high amount of phenolics to the soil

during the past decade. A combination of low soil pH

and high amount of phenolics can strongly affect soil

enzyme kinetics. Several studies reported the effect of

phenolic compounds on enzyme kinetics. Gianfreda

et al. (1995a, b) reported strong urease inhibition (KI

of 40 lM) by tannic acid with this inhibition increas-

ing with increasing tannic acid concentration. These

authors also showed that different metals can destroy

or on the other hand strengthen these enzyme-phenolic

complexes. While the presence of Al(OH)3 increased

the enzyme activity, the Mn2? ions create the enzyme-

phenolic complex stronger which further inhibit the

enzyme activity. Kandeler et al. (1996) reported that

the differences observed in metal interaction with soil

enzymes are connected closely with soil pH. Phenolic

compounds, however, do not complex only with

enzymes but also with other proteins present in soil

(Northup et al. 1995, 1998). Higher amount of

phenolics in our soil can therefore block other proteins

from the attack of aminopeptidases which leads to their

lower degradation and can increase DON leaching.
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Enzyme temperature sensitivity

An exponential increase in enzyme activity with

increasing temperature was found only for b-glucosi-

dase, and phosphatase. Activation energy (Ea) of

b-glucosidase was *43 kJ mol-1 and was similar in

both horizons. These values are in agreement with a

recent review of Wang et al. (2012) who reported very

weak response to temperature for cellobiohydrolase in

mineral horizon. Authors also found that cellobiohy-

drolase had the lowest Ea, indicating the weakest

temperature sensitivity. In our site, both cellobiohy-

drolase and aminopeptidases showed no or even

decreased enzyme activity with increasing tempera-

ture resulting in Q10 values below one (Table 4). We

were not able to calculate activation energies for these

enzymes. This temperature insensitivity might be

connected with environmental constraints in our acid

soils. Our soils have extremely acidic pH around

3 (Table 1). Activation energy may change with pH by

means of different binding of substrate to an active site

of enzyme. Steinweg et al. (2013) reported negative

effect of pH on activation energy of cellobiohydrolase.

The influence of pH might be stronger than the effect

of temperature which can result in no temperature

sensitivity of enzyme at suboptimal pH. Our results

contrasts with other recently reported studies (Wal-

lenstein et al. 2009); however, similar results were

reported by Tjoelker et al. (2001). The latter authors

attributed the decline in Q10 to different plant species

composition and therefore different litter quality input

to the soil. However, no study has so far reported Q10

of soil enzymes below one. In our acid soil, this

unusual phenomenon can be also caused by psychro-

philic nature of microbial community which probably

dominated in soil when it was sampled during the

autumn. Psychrophilic microbes and their enzymes

prefer low temperatures and denature faster at higher

temperatures (Feller 2003). Another explanation may

be in the high input of phenolic compounds and

formation of phenolic-protein complexes. These com-

plexes change the enzyme tertiary structure which can

result in lower enzyme temperature sensitivity. Addi-

tionally, the relatively high water content in our soils

decreases the diffusion of oxygen, which is needed

for the efficient and complete mineralization of

phenolics which can then accumulate in soil (Freeman

et al. 2001; Hofrichter et al. 1999a, b; Kapich et al.

1999). All these environmental constraints (low pH

and high amount of phenolic compounds) can lead to a

weak or no temperature sensitivity of soil enzymes.

Ecologically, this temperature insensitivity means that

organic N processing activity is imbalanced with C

processing activity during the season (Figs. 2, 3).

Seasonal changes in potential enzyme activities

and nutrient stoichiometry

Using the measured enzyme temperature sensitivities

and with the help of continuous in situ temperature

measuring we were able to model the seasonal

development of organic C, N and P processing

activities (Figs. 2, 3). Our model is far from ideal,

because it uses only the temperature dependency

without including the moisture effect (Reiners 1968;

Wildung et al. 1975). Several temperature-moisture

models have been published including linear, qua-

dratic, power, exponential and modified Arrhenius

models (Reinke et al. 1981; Li et al. 2000; Wang et al.

2003; Oberbauer et al. 1992). They mainly differ

according to soil type and range of moisture fluctu-

ations (Jia et al. 2006). For the present study, the

moisture effect can likely be omitted since, in the

studied soil, moisture content was relatively high and

did not change dramatically during the season ranging

from 33 to 43 % (v/v) in the litter and from 35 to 47 %

(v/v) in the organic soil horizons.

Sinsabaugh et al. (2009) summarized the enzyme

activities from hundreds of terrestrial and aquatic

ecosystem studies. They focused on the main enzymes

in organic C (EC), N (EN) and P (EP) processing and

found a universal EC:EN:EP ratio of 1:1:1 for ln-

transformed activities across all ecosystems. How-

ever, if we look closer at Sinsabaugh’s correlations,

we find that in terrestrial ecosystems there are many

cases where the enzyme EC/EN and EC/EP ratios do not

follow the common 1:1 trend. Sinsabaugh pointed out

that the average EC/EN ratio in soil is 2.8 if NAG is

included as N acquiring enzyme) and 5 if only

aminopeptidases are counted as N enzymes. For the

EC/EP ratio they found general soil ratio of 0.6. Both

ratios fluctuate widely in terrestrial ecosystem. These

fluctuations can be caused by the extremely high

temporal and spatial variability of the soil environ-

ment and differently disturbed soil ecosystems. When

comparing our ratios with Sinsabaugh’s it is first

important to note that there are different ways to

calculate EC/EN ratio. In our study we calculated N
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acquiring enzymes as the average potential activity of

both aminopeptidases. In contrast, Sinsabaugh et al.

(2009) assumed N-acetylglucosaminidase (NAG) as

solely a N acquisition enzyme and therefore summed

its activity with the activity of Leu-aminopeptidase.

We argue that NAG is solely a N acquiring enzyme

because it liberates amino sugars which, after the

cleaving of ammonia, enter the glycolysis. This makes

NAG preferably a C acquiring enzyme (Caldwell

2005; Parham and Deng 2000; Pancholy and Rice

1973). Sinsabaugh’s assumption was based on the

results of his previous work (Sinsabaugh and Moor-

head 1994) and work of Olander and Vitousek (2000)

who tested the effect of N availability on NAG activity

in soils. The latter authors found that NAG activity

decreases as N availability increases. However, this

connection may be only indirect and does not mean

that NAG is the N acquiring enzyme. Additionally,

Olander and Vitousek (2000) pointed out that N

addition repressed NAG activity only at N limited

sites. Therefore, any NAG connection to N availability

may be valid only for some ecosystems. More

importantly, our recent study using 15N stable isotope

labeling showed that microbes in acid soils prefer

assimilation of amino acids compared to ammonia and

nitrates (Tahovská et al. 2013). Therefore, aminopep-

tidases are probably the key enzymes in organic N

acquisition in acid forest soils.

Other studies tried to linked enzyme activities to

ecological stoichiometric theory and the metabolic

theory of ecology through the threshold elemental

ratio (TER) concept (Allen and Gillooly 2009; Frost

et al. 2006). TER is the critical elemental C:P or C:N

ratio at which metabolic control of an ecological

system switches from energy flow, represented by C,

to limiting nutrient flow, represented by P or N (Allen

and Gillooly 2009). They predicted a threshold

ratio for EC/EP of 0.5. Our modeled and observed

in situ EC/EP ratios are under or close to this threshold

suggesting that our acid forest soils are very close to

switching to P limiting metabolism during the whole

season (Figs. 3b, 4). For EC/EN ratio and calculating

with peptidases as N enzymes they predicted a

threshold ratio of 3.2. The EC/EN ratio in our acid

forest soils is different between the litter and the

organic horizon (Figs. 2, 3a). The EC/EN ratio in the

litter horizon was under the metabolic threshold of 3.2

only at the beginning and at the end of the season while

the EC/EN in the organic horizon was under the

threshold during the whole season. In extreme, at the

beginning and end of the season the EC/EN ratio

dropped to almost 1 in the organic horizon. Moreover,

the difference in EC/EN ratio between the litter and

organic horizon was more than two times during the

extreme days at the top of the season (Fig. 2). This

imbalance might be connected with the close connec-

tion of the litter horizon to plant root system and their

exudation. Plants produce root exudates of different

quality which is closely connected with plant growth

and succession. A recent study of Chaparro et al.

(2013) shows that exudation of amino acids increases

with plant growth therefore microbes in the litter

horizon around roots are sufficiently supported by

available N at the peak of the season and they do not

need to invest resources and energy to degrade

complex peptidic compounds. The activity of C

enzymes in top of the season is therefore relatively

higher compared to N enzymes which lead to higher

EC/EN ratio (Fig. 2). This is in agreement with study of

Baldrian et al. (2011) who found that the litter horizon

exhibits higher proportion of expressed genes for

cellulose degradation than organic horizon in acid

forest soils. They also showed that cellulose decom-

position is mediated by highly diverse fungal popu-

lations, largely distinct between soil horizons with

Basidiomycota dominant in the litter horizon and

Ascomycota in the organic horizon.

To link enzyme activity with corresponding

nutrient release, we developed assumptions and

from these we were able to model potential nutrient

C/N and C/P ratios (see Eqs. 6–8; Fig. 5). The

predicted C/N ratio in the litter horizon is very close

to a recently reported observed C/N ratio of 21 in

acid forest soils (Tahovská et al. 2013). However,

our model again showed that the C/N ratio can

fluctuate between 12 and 30 during the season being

the highest in July and August. This C/N fluctuation

can affect the composition of microbial community

in the litter horizon and organic horizon leading to

shifts in major bacterial and fungal guilds responsi-

ble for degradation of complex SOM (Baldrian et al.

2011).

Conclusions

The present study on acid forest soils produced several

important findings. Km, Vmax differed significantly
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between the litter and organic soil horizons, which

suggests that different parameters control soil enzyme

kinetics in the soil profile. These are (i) different

isoenzymes produced by different microbial commu-

nities, and (ii) interaction of enzymes with soil

particles and phenolic compounds, which can influ-

ence enzyme biophysical properties including kinetics

and temperature sensitivity. Using the laboratory-

determined temperature sensitivities in the range of

in situ observations, we were able to model in situ

enzyme activities during the vegetation season. Our

modeled in situ potential enzyme activities reached in

average 76 and 54 % of measured EC/EP and EC/EN

enzyme ratios. Though, the observed enzyme activi-

ties may differ spatially and temporarily.
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Forest lakes: I. Plešné Lake. Silva Gabreta 8:43–62

Li LH, Wang QB, Bai YF, Zhou GS, Xing XR (2000) Soil

respiration of a Leymus chinensis grassland stand in the

XiLin river basin as affected by over-grazing and climate.

Acta Phytoecol Sin 24:680–686

536 Biogeochemistry (2014) 117:525–537

123



Majer V, Cosby BJ, Kopáček J, Veselý J (2003) Modelling
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Abstract Acid N depositions in the Bohemian

Forest during the second half of the last century

caused enormous soil acidification which led to the

leaching of essential nutrients including nitrates. We

investigated the effect of dissolved organic matter

(DOM) and pH on the abundance of 16S RDNA, nirK

and nirS gene copies in four spruce forest sites. Soil

samples for molecular based quantification (qPCR)

were taken from the organic litter and humus layers.

The amounts of dissolved organic carbon (DOC) and

dissolved nitrogen (DN) were much lower in highly

acidified soils. We found a strong correlation between

nirK denitrifiers and the amount of available P

(r = 0.83, p \ 0.001), which suggested a higher

nutrient sensitivity of this group of denitrifying

bacteria. Additionally, we found that correlations

between the amount of nirK denitrifiers and DOC and

pH are exponentional showing two important thresh-

old values, being 4.8 mol kg-1 and 5, respectively.

The amount of nirK denitrifiers rapidly decreased

below these values. The amount of nirK and nirS

denitrifiers was higher in the organic litter horizon

than the organic humus horizon at all sampling sites.

Keywords Dissolved organic matter �
Available phosphorus � nirK and nirS denitrifiers �
Acid forest soil � N depositions � qPCR

Introduction

Spruce forest soils in Central Europe were exposed to

high nitrogen (N) depositions during the second half of

the last century. Atmospheric N deposition is the major

anthropogenic source of N in terrestrial ecosystems of

the United States, Asia and Europe (Galloway et al.

2003; Galloway and Cowling 2002; Waldrop and Zak

2006). Because of N limitation in temperate forests,

additional N input can stimulate plant growth and

increase aboveground carbon (C) storage (Nadelhoffer

et al. 1999; Magill et al. 1997; Waldrop and Zak 2006).

However, high N depositions can decrease soil pH,

which leads to reduction of the soil acid neutralizing

capacity and leaching of a plant’s essential cations

(Ca2?, Mg2? and K?) (Dauer et al. 2007; Tomlinson

2003; Pawłowski 1997) and NO3
- from the forest soils

(Kopácek et al. 2002a, b; Šantrůčková et al. 2006). One

of the reasons for higher NO3
- leaching could be the

reduction in the amount of denitrifying bacteria in the

acid forest soils. However, direct evidence is missing.

Denitrification is the main anaerobic biotic process

leading to loses of fixed N as well as removal of

excess soluble nitrate (NO3
-) and nitrite (NO2

-)
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from the soil environment. The second step in

denitrification, the reduction of NO2
- to nitric oxide

(NO), distinguishes ‘‘true’’ denitrifiers from other

NO3
--respiring bacteria. This reaction is catalyzed

by two different types of nitrite reductases, either a

cytochrome cd1 encoded by the nirS gene (nirS

denitrifiers) or a Cu-containing enzyme encoded by

the nirK gene (nirK denitrifiers). NirS denitrifiers are

located mostly in the rhizosphere, while nirK denit-

rifiers are more abundant in bulk soil (Henry et al.

2004; Tiedje 1988). In this step of the denitrification

process, gaseous NO can escape from the environ-

ment. Therefore, a change in the amount of nirK

and nirS denitrifiers can regulate NO3
- and NO2

-

leaching from acid forest soils.

Henry et al. (2004) found that the amount of nirK

denitrifiers can range from 104 to 106 gene copies per

gram of soil. This high difference was explained by

different amounts of soil organic carbon (Kandeler

et al. 2006); higher amounts of organic carbon were

positively correlated with nirK denitrifiers but not nirS

denitrifiers. The nirK denitrifiers are more taxonom-

ically diverse than nirS denitrifiers, however, the latter

are more abundant. They represent approximately

0.4% of total soil bacteria while the nirK less than

0.2% (Kandeler et al. 2006). It seems that the more

taxonomically diverse group of nirK denitrifiers is

more sensitive to environmental changes and nutrient

availability than the nirS denitrifiers. In highly acid-

ified spruce forest soils, the low pH affects many

biological and physical processes. The most important

factor is the amount of dissolved organic matter

(DOM), which rapidly decreases in low pH soils

(Greenland 1971; David et al. 1989). A lower amount

of DOM leads to lower nutrient availability for soil

bacteria and decreases their numbers. Recently, it was

shown that low pH negatively affected the activity of a

pure culture of Pseudomonas mandelii (nirS denitri-

fier) (Saleh-Lakha et al. 2009). These authors found

that the expression of the nirS gene was significantly

lower when the pH of the medium dropped below 5.

However, data from in situ experiments are still

missing.

The objectives of this work were to:

(i) evaluate the effect of DOM and pH on the

abundance of nirK and nirS denitrifiers;

(ii) compare the amount of nirK and nirS denitri-

fiers in different soil horizons.

Materials and methods

Study site description

Soil was collected from four different sampling sites in

October 2008. Two sites are located in the Bohemian

Forest in South Bohemia in the watersheds of two

glacial lakes (Plešné, PL and Čertovo, CT) and two

sites are located in the Jizera Mountains (Černá hora

(CH) and Sněžné věžičky (SV)). In each site, four

random spots in three replicates were chosen. Soil was

collected from the organic litter layer (0–2 cm) and

organic humus layer (5–15 cm).

PL and CT are situated at 48�470 and 49�100 N,

and 13�520 and 13�110 E, respectively, at altitudes

from 1030 to 1090 m a.s.l. Both sites were affected

by the high acid N depositions of the last century.

Recently, both sites were subjected to large distur-

bances caused by bark beetle infestions. Watershed of

PL is covered with a 160 year-old Norway spruce

(Picea abies) forest with small areas of ash. The

bedrock is composed of granites. ČL watershed is

covered with 90–150 year-old Norway spruce forests,

with sparse white fir (Abies alba) and European beech

(Fagus sylvatica); the bedrock is predominantly

composed of mica-schist (muscovite gneiss) with

quartzite intrusions. The understorey of both water-

sheds is dominated by hair grass (Avenella flexuosa),

reedgrass (Calamagrostis villosa), blueberry (Vacci-

nium myrtillus), and lady fern (Athyrium alpestre,

Svoboda et al. 2006). Soil types are mostly cambi-

sols, podzols and litosols on steep slopes in both

watersheds. Basic physico-chemical and biochemical

properties of the soils are described by Kopáček et al.

(2002a, b) and Veselý (1994).

CH and SV are situated at 50�490 and 50�500 N, and

15�110 and 15�130 E, respectively, at altitudes from

1055 to 1085 m a.s.l. Both sites are covered with

90–150 year-old Norway spruce forests (P. abies). The

bedrock is composed of granites. Soil types are mostly

podzols. The understorey of both sites is dominated by

hair grass (A. flexuosa), reedgrass (C. villosa), and

blueberry (V. myrtillus).

Soil chemical analyses

Total C and N (CTOT and NTOT, respectively) and

oxalate extractable P (POX) were analyzed in air-

dried, finely ground soil. CTOT and NTOT were
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measured using an elemental analyzer (NC Thermo-

Quest, Germany). Dissolved organic carbon (DOC)

and dissolved nitrogen (DN) were extracted step by

step in both cold water (CW) and hot water (HW):

water:soil, 10:1, v/w, 30 min at 20�C and 16 h at

80�C, respectively. DOC and DN in the CW and HW

extracts were determined on a TOC/TN analyzer

(SKALAR FORMACS HT). POX was determined by

extraction of 0.5 g of litter with 50 ml of acid

ammonium oxalate solution (0.2 M H2C2O4 ? 0.2 M

(NH4)2 C2O4 at pH 3) according to Cappo et al.

(1987), but with a three-step instead of continuous

extraction (Kopáček et al. 2002a). POX is supposed

to characterize the biological bioavailability of P in

soil (Koopmans et al. 2004; Pote et al. 1996;

Schwertmann 1964; van der Zee et al. 1987). Active

pH was determined in the CW extracts.

Extraction of DNA

Three replicates of each soil sample (0.25 g) were

taken for DNA extraction. For the isolation of

genomic DNA from soil, the Power Soil DNA

Isolation kit (MoBio Laboratories Inc. Carlsbad,

CA, USA) was used according to manufacturer’s

instructions with some modification. A Mini Bead-

Beater (BioSpec Products, Inc; speed of 6 m s-1 for

45 s) was used for better disruption of cell walls.

DNA was stored in 1.5 ml Eppendorf microtubes in a

freezer (-20�C) until the next analyses.

qPCR assay

Quantitative PCR was performed with an ABI Step

One (Applied Biosystems) by using SYBR green as the

detection system in a reaction mixture of 20 ll

containing 0.5 lM (each) primer; 10 ll of Power

SYBR�Green PCR master mix, including AmpliTaq

Gold� DNA Polymerase, Power SYBR�Green PCR

buffer, deoxynucleoside triphosphate mix with dUTP,

SYBR green I, ROX, and 5 mM MgCl2 (Power

SYBR�Green PCR Master Mix; Applied Biosystems,

USA); and 2 ll of tempalte DNA corresponding to

10 ng of total DNA. Bovine serum albumin (BSA,

500 ng/reaction; Fermentas, Italy) and dimethylsulf-

oxide (DMSO, 12.5 lmol/reaction) were used to

enhance PCR efficiency. 16S rDNA gene copy num-

bers were determined using the eubacterial primers

341f (5-CCT ACG GGA GGC AGC AG-3) and 515r

(5-ATT CCG CGG CTG GCA-3) as described by

Henry et al. (2004). The conditions for 16S rDNA real-

time PCRs were 600 s at 95�C for enzyme activation

(based on manufacturer recommendation) and 30

cycles of 15 s at 95�C, 30 s at 60�C and 30 s at 72�C

for the denaturation, annealing and extension steps,

respectively (López-Gutiérrez et al. 2004). The prim-

ers nirK876 (50-ATY GGC GGV CAY GGC GA-30)
and nirK1040 (50-GCC TCG ATC AGR TTR TGG TT-

30) were used for quantification of nirK denitrifiers

(Henry et al. 2006). For the quantification of nirS

denitrifiers, the primers nirSCd3aF (50-AACGY-

SAAGGARACSGG-30) and nirSR3 cd (50-
GASTTCGGRTGSGTCTTSAYGAA-30) were used

as described by Kandeler et al. (2006). The conditions

for nirK and nirS real-time PCRs were described

elsewhere (Henry et al. 2006; Kandeler et al. 2006).

Fluorescence was measured after each extension step.

Melting curve and agarose electrophoresis (1.5% w/v,

110 V, 45 min) was performed for quality verification

of the PCR product after each qPCR. Thermal cycling,

fluorescent data collection, and data analysis were

carried out with ABI Step One. Two independent

qPCRs were performed for each gene and soil repli-

cate. Standard curves were obtained with serial tenfold

plasmid dilutions of a known amount of plasmid DNA

containing a fragment of the 16S rDNA, nirK and nirS

genes, respectively.

The extracted DNA from the soil samples was also

tested for the inhibitory effects of co-extracted

substances (i.e. humic and fulvic acids) by determin-

ing the 16S rDNA, nirK and nirS gene copy numbers

in tenfold and 100-fold dilutions of the soil DNA

extract. In addition, standard plasmid DNA was

quantified with and without the addition of environ-

mental DNA, and the obtained values were included

into the calculation of 16S rDNA, nirK and nirS gene

copy numbers as correction factors. Also DNA

extraction efficiency (ng DNA per g soil) was

included into the calculation.

Using the SYBR green assay and degenerate

primers for the nirK and nirS genes, it was possible

to discriminate against the primer dimer fluorescence

by acquiring data at a temperature of 80�C, which is

above the melting point of these by-products (Henry

et al. 2006). This temperature was verified by melting

curve analysis (data not shown). The gene copies in

the no template controls (NTCs) were 0 and less than

ten copies for nirK and nirS, respectively. Less than
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ten copies per assay were observed for the 16S rDNA

gene. According to threshold cycles (CT) of standards

and the NTC values, a detection limit of approxi-

mately 10–100 gene copies per assay was achieved

for nirK, nirS and 16S rDNA quantification, which

corresponds to 102–103 gene copies per gram of

dry soil.

Statistical evaluation

Basic statistical analyses were performed using Stat-

istica 8.0 (StatSoft). One-way ANOVA (soil layer as

independent variable), followed by the Tukey HSD

test was used for testing the differences between

soil quality characteristics of the four sampling sites.

One-way ANOVA (site as independent variable),

followed by the Tukey HSD test was used for testing

the differences between the amount of nirK, nirS and

16S rDNA gene copies of the four sampling sites.

Linear regression was used to test the correlation of

DOC, DN, DOCCW, DNCW, and pH with the 16S

rDNA, nirK and nirS gene copy numbers. Correlation

coefficients (r) with p values were evaluated.

For pH and DOC, an exponential relationship was

compared (R2
PH ¼ 0:802; R2

DOC ¼ 0:756), because it

fitted better the experimental data values and

explained more variability than the linear relationship

(R2
pH ¼ 0:728; R2

DOC ¼ 0:742).

Results

Amount of DOM in different soil horizons

and sampling sites

DOC and POX were the only compounds significantly

lower in the organic humus horizons than organic

litter horizons in all four sites. Amounts of CTOT and

NTOT, as well as the amount of DN, were also lower

in organic humus horizons than in organic litter

horizon, but insignificantly (Table 1). pH values were

not statistically different between the soil horizons in

most cases, with only the organic litter horizon at CH

being significantly more alkaline than the organic

humus horizon from the same site (Table 1). However,

pH was significantly lower at PL and CT than SV and

Table 1 Spatial variation of chemical properties of organic litter and organic humus layers in the Bohemian Forest (PL, Plešné Lake

catchment; CT, Čertovo lake catchment), and The Jizera Mountains (SV, Sněžné věžičky catchment; CH, Černá hora catchment)

Site Soil

horizon

Selected soil chemical characteristics

CTOT

(mol kg-1)

NTOT

(mol kg-1)

DOC

(mol kg-1)

DOCCW

(mmol kg-1)

DN

(mol kg-1)

DNCW

(mmol kg-1)

POX

(mmol kg-1)

pH

(H2O)

PL Organic

litter

38.58B (1.72) 1.37BC (0.21) 2.02B (0.85) 124.0A (7.3) 0.19A (0.01) 5.3AB (0.3) 4.95B (0.79) 3.59A (0.15)

Organic

humus

25.61A (7.14) 1.08A (0.14) 1.26A (0.01) 121.8A (10.0) 0.21A (0.04) 5.2B (0.0) 3.30A (0.34) 3.45A (0.13)

CT Organic

litter

40.53C (2.46) 1.58D (0.02) 3.24C (0.87) 138.2B (12.6) 0.22A (0.04) 5.8C (0.2) 5.61C (0.03) 3.67A (0.14)

Organic

humus

28.09AB (8.57) 0.98A (0.35) 2.47B (0.36) 125.7AB (15.4) 0.20A (0.02) 5.4AB (0.5) 3.38A (0.75) 3.48A (0.19)

SV Organic

litter

33.22AB (19.4) 1.47BC (0.34) 7.04E (0.07) 440.0E (49.1) 0.41D (0.01) 5.6BC (1.0) 9.70C (3.99) 5.75B (0.07)

Organic

humus

33.68AB (9.8) 1.49C (0.09) 5.45D (0.12) 249.3D (3.8) 0.31C (0.01) 4.2A (0.1) 7.78C (3.48) 5.58B (0.20)

CH Organic

litter

29.94AB (3.6) 1.54D (0.05) 7.20E (0.71) 513.3F (14.9) 0.44D (0.09) 9.0D (0.1) 11.71D (2.88) 6.05C (0.15)

Organic

humus

30.98AB (8.8) 1.44BC (0.27) 5.12D (0.02) 184.5C (28.2) 0.27B (0.01) 4.2AB (0.8) 5.81BC (2.43) 5.28B (0.14)

Different letters show significant differences between values within columns (p \ 0.05)

Mean values of total carbon (CTOT), total nitrogen (NTOT), total dissolved organic carbon (DOC), dissolved organic carbon in cold water

extract (DOCCW), total dissolved nitrogen (DN), dissolved nitrogen in cold water extract (DNCW) and pH in water extract (n = 4) are

given with the standard deviation in brackets (n = 4)
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CH. Comparing the highly acidic soils (PL and CT)

with the more alkaline soils (SV and CH) we can see

also significantly higher amounts of DOM and POX at

SV and CH soils than at PL and CT soils (Table 1).

Amounts of 16S rDNA, nirK and nirS gene copy

numbers in soil horizons

The total number of 16S rDNA gene copy numbers in

the organic litter horizon was significantly higher at

SV and CH than PL and CT (Fig. 1). A similar

pattern was observed for the nirK denitrifiers. On the

contrary, nirS denitrifiers showed the opposite trend.

However, the number of nirS denitrifiers was two

orders lower than the number of nirK denitrifiers

(Fig. 1).

The total number of bacteria at the organic humus

horizon was significantly lower than the organic litter

layer and significantly higher at SV and CH (Fig. 1).

The amount of nirS denitrifiers was again two orders

lower and was on the detection limit of the qPCR

methodology.
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Fig. 1 Total amount of bacteria (16SrDNA gene copy numbers), and nirK and nirS denitrifiers in organic litter and organic humus

horizons at PL, CT, SV and CH. ND not detected. Different letters show significant differences between sites (n = 4, p \ 0.05)
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Correlations between DOM, POX, pH and the 16S

rDNA, nirK and nirS gene copy numbers

DOC and DN were highly positively correlated

(Table 2). Also the amount of POX was highly

positively correlated with pH suggesting lower P

bioavailability in the PL and CT soils. A similar

relationship was found between POX and DOC, and

DOC and DN, showing a very close cross connection

between pH and DOM.

There were also high positive correlations between

DOC, DN, POX and pH, and the total amount of 16S

rDNA and nirK gene copy numbers (Table 3). The

nirS denitrifiers showed a positive correlation with

only CTOT. Interestingly, there were high positive

correlations between DOC, DN and POX, and the

nirK/nirS gene ratio, showing a shift between the

relative amount of these two groups depending on

nutrient availability in soil (Table 3).

Closer investigation of the correlations between

the number of nirK denitrifiers and DOC and pH

revealed that these correlations had a more likely

exponential relationship than linear (Fig. 2). This

suggests that there should be some critical point

below/above which the number of nirK denitrifiers

rapidly decreases/increases. For DOC and pH, the

critical point was approximately 4.8 mol kg-1 and 5,

respectively. The number of nirK denitrifiers rapidly

decreased below these thresholds. On the contrary,

DN and POX showed linear correlations with the

number of nirK denitrifiers (Fig. 2).

Discussion

Quantification of 16S rDNA, nirK and nirS genes

in soil environment

Quantitative real-time PCR of 16S rDNA and deni-

trification genes encoding NO2
- reductase was used

to study the ecology of denitrifiers in acidified spruce

forests. 16S rDNA copy number ranged from

2.9 9 108 to 7.8 9 109 copies er gram of soil. These

numbers are one order of magnitude lower than

reported by Kandeler et al. (2006) suggesting a lower

amount 16S rDNA gene copies in our experimental

sites. The absolute number of 16S rDNA gene copies

cannot be accurately compared to the total number of

bacteria because the numbers of 16S rDNA gene

Table 2 Correlation coefficients (r) of selected soil quality

characteristics (CTOT, NTOT, DOC, DN, POX, and pH (H2O))

from the organic litter and organic humus soil layers (n = 16)

CTOT NTOT DOC DN POX pH

(H2O)

CTOT – 0.78*** ns ns ns ns

NTOT – 0.55* ns ns ns

DOC – 0.90*** 0.77*** 0.93***

DN – 0.85*** 0.84***

POX – 0.72**

pH (H2O) –

Correlation coefficients are given and their significances are

marked by asterisks as follows: * p \ 0.05, ** p \ 0.01,

*** p \ 0.001

ns not significant

Table 3 Correlation coefficients (r) of selected soil quality characteristics (CTOT, NTOT, DOC, DOCCW, DN, DNCW, POX, and pH

(H2O)) versus the 16SrDNA, nirK, and nirS gene copy numbers and nirK/16SrDNA, nirS/16SrDNA, and nirK/nirS ratios

16SrDNA nirK denitrifiers nirS denitrifiers nirK/16SrDNA nirS/16SrDNA nirK/nirS

CTOT ns ns 0.66** ns ns ns

NTOT ns ns ns ns ns ns

DOC 0.93*** 0.86*** ns ns -0.51* 0.53*

DOCCW 0.88*** 0.90*** ns 0.50* ns 0.66**

DN 0.87*** 0.94*** ns 0.59* -0.53* 0.69**

DNCW ns 0.60** ns ns ns 0.80***

POX 0.67** 0.83*** ns 0.51* ns 0.69**

pH (H2O) 0.93*** 0.85*** ns ns -0.54* 0.50*

Correlation coefficients are given and their significances are marked by asterisks as follows: * p \ 0.05, ** p \ 0.01, *** p \ 0.001

ns not significant
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copies per bacterial genome range from 1 to 13

copies (Chéneby et al. 2000; Fogel et al. 1999). On

the contrary, nirK and nirS genes are present in only

one copy per genome but also they cannot represent

the absolute numbers of nirK and nirS denitrifiers

because of the limitation of PCR based methods, i.e.

primer specificity (Heylen et al. 2006). Our results

showed that the number of niK and nirS gene copies

in forest soil is higher in the organic litter horizon

(i.e. from 0 to 2 cm below ground) suggesting higher

denitrification potential in higher soil horizons

(Fig. 1). These results confirmed the previous study

of Clément et al. (2002) who found a rapid decrease

of denitrification rate with increasing soil depth.

Soil samples in our sites were taken during October

2008, which could have additional impact on denitri-

fication. Soils are wetter at this time of year, there is a

higher input of plant litter into the soil horizons, and

decomposition produces higher amounts of DOM than

in drier summer periods. Together with higher decom-

position goes higher O2 consumption. This creates

almost ideal conditions for denitrifiers. Clément et al.

(2002) found that the seasonal variation in denitrifica-

tion in the upper soil horizon is different in grassland

and forest ecosystems. In grasslands, the maximum

denitrification rate was reached during the autumn,

while during the summer period in forests. Therefore, a

vegetation shift with different DOM input can alter

denitrification processes (Cabrita and Brotas 2000; van

Kessel et al. 1993) and the amount and composition of

nirK and nirS denitrifiers (Wertz et al. 2009). The

contribution of grasses (i.e. Calamgrostis villosa and

A. flexuosa) recently increased in PL and CT due to

forest dieback. Therefore, the maximum denitrification

rate and the amount of nirK and nirS denitrifiers can be

closer to grassland ecosystems (i.e. in autumn).
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Fig. 2 Correlations of nirK denitrifiers with DOC, DN, pH and POX. Data are summarized for both soil horizons and sampling sites
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Amount of DOM in acid forest soils

The amount of DOM in soil pore water plays a

crucial role in the availability of nutrients for soil

microorganisms. When the amount of DOM is low it

becomes limiting for soil microorganisms leading to

starvation and reduction of biochemical processes.

The major factor influencing the amount of DOM is

pH (Quails and Raines 1992; Greenland 1971; David

et al. 1989). Soils at PL and CT are highly acidic,

which leads to significantly lower amounts of DOC,

DN and available P (POX) than at SV and CH

(Table 1). Close relationships between these DOM

fractions and pH were confirmed in our soils

(Table 2). Three major mechanisms were proposed

to explain this relation: (i) formation of insoluble

compounds and subsequent flocculation of organic

molecules, (ii) adsorption of organic molecules on

clay material through cation bridging and (iii)

complexation of organic molecules with polyvalent

cations (Greenland 1971). All three processes seem to

be operating. However, complexation of OM with

polyvalent cations should be the most important

process in our soils. In PL and CT, acidification was

interconnected with higher mobility of toxic Al3?

forms, which can precipitate DOM making it

unavailable for biological processes (Kana and Ko-

pácek 2006; Northup et al. 1998; Tomlinson 2003).

Schindler et al. (1992) described the negative effect

of Al3? on OM solubility in acidified lakes. These

authors found that DOC may also precipitate with

Fe(OH)3 at pH \4, which leads to an additional

decrease of DOC amount. Moreover, high concen-

trations of Al3? can damage bacterial membranes

leading to higher bacterial mortality (Yaganza et al.

2004), which corresponds with our results of a one

order magnitude decrease in 16S rDNA gene copies

at PL and CT (Fig. 1). All of these effects could

explain the exponential relationship between the

number of nirK denitrifiers and DOC, and the rapid

reduction of nirK denitrifiers at pH \4 at these sites.

Correlation between the amount of denitrifiers

and available DOM

As mentioned above, PL and CT were strongly

affected by a bark beetle infestation, which has led to

an enormous spruce forest dieback and high amount

of spruce needles which have accumulated in the

organic litter horizon. The relatively slow decompo-

sition of spruce needles (Bárta et al. 2010) produces a

high amount of organic acids, which leads to

secondary acidification of PL and CT (Šantrůčková

et al. 2004, 2006, 2007).

Therefore, in these extremely acidic soils, both

Al3? and Fe3? ions co-precipitate organic matter

which leads to an enormous nutrient limitation for

soil microorganisms. The nirK denitrifiers seem to be

more sensitive to these nutrient changes than nirS

denitrifiers. These results are in agreement with

Kandeler et al. (2006). However, the nirK denitrifiers

are still more abundant than nirS denitrifiers in our

sites. They are more abundant in the bulk soil where

selective pressure and nutrient limitation are higher

than in the rhizosphere where the nirS denitrifiers are

preferred (Henry et al. 2004). The nirS denitrifiers

have one advantage over the nirK denitrifier which is

that plants exhude compounds which stimulate the

overall growth of bacteria in the rhizosphere (Rösch

et al. 2002; Livsey and Barklund 1992). Thus, the

lower amount of DOM in bulk soil does not have so

dramatic effect on shift of nirS gene abundance.

Recently, some studies showed that the nirK gene

may be more preferable for horizontal gene transfer

(HRT) than the nirS gene. The nirK gene was found

in highly taxonomically diverse bacterial groups. The

gene was ‘‘spread’’ among the same habitat and does

not correlate with 16S rDNA phylogeny as the nirS

does (Heylen et al. 2006). At PL and CT, the lower

amount of DOM could therefore decrease the rate of

HRT between soil bacteria making them less effec-

tive in reducing higher amounts of NO3
- and NO2

-.

These can than leach from the forest ecosystem.

In our previous work we found that P availability

(POX) plays an important role in litter decomposition

at PL and CT and is more important than the

availability of C and N. Also the composition of

bacterial and fungal communities strongly correlated

with the amount of POX. The overall biodiversity and

enzymatic activity of decomposing microorganisms

were much higher in litter with higher amount of POX

(i.e. grasses) than in litter which contained low

amount of POX (i.e. spruce needles) (Bárta et al.

2010). In our current study, we found that also the

amount of nirK denitrifiers strongly depends on POX

(Table 3). Litter decomposition and nutrient avail-

ability in the upper soil horizons are closely con-

nected. Lower microbial biodiversity on spruce
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needles can lead to lower decomposition and lower

amount of released nutrients into the upper soil

horizons (Sinsabaugh et al. 2002, 2005). Addition-

ally, lower ligninolytic enzymatic activity leaves a

higher amount of recalcitrant polyphenolics which

are not available to most soil bacteria including

denitrifiers (Snajdr et al. 2008). Therefore, it seems

that this is an additional process to those mentioned

above, which leads to the reduction of denitrification

potential in acidified spruce forests.

The nirK/nirS ratio

The amount of nirS denitrifiers did not show any

correlation with DOM, however, there was a high

positive correlation between DOM and the nirK/nirS

ratio. A higher amount of DOM shifts the ratio to the

nirK denitrifiers while in lower amounts of DOM the

ratio decreases with a higher relative contribution of

nirS denitrifiers. These results are in agreement with

Winder and Levy-Booth (2009). These authors studied

the effect of clear-cutting in Douglas-fir stands and

found a similar reduction in the amount of denitrifiers.

In conclusion, DOM appears to strongly affect the

amount of denitrifying bacteria, especially the nirK

denitrifiers, which are highly sensitive to the amount

of DOM and soil pH. This can reduce denitrification

rate in the organic litter and organic humus horizons,

which can lead to increased NO3
- and NO2

-

leaching from highly acidic spruce forest soils.
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Microbial communities with distinct 
denitrification potential in spruce 
and beech soils differing in nitrate 
leaching
Jiří Bárta1, Karolina Tahovská1, Hana Šantrůčková1 & Filip Oulehle2

Nitrogen leaching owing to elevated acid deposition remains the main ecosystem threat worldwide. 
We aimed to contribute to the understanding of the highly variable nitrate losses observed in Europe 
after acid deposition retreat. Our study proceeded in adjacent beech and spruce forests undergoing 
acidification recovery and differing in nitrate leaching. We reconstructed soil microbial functional 
characteristics connected with nitrogen and carbon cycling based on community composition. Our 
results showed that in the more acidic spruce soil with high carbon content, where Acidobacteria and 
Actinobacteria were abundant (Proteo:Acido = 1.3), the potential for nitrate reduction and loss via 
denitrification was high (denitrification: dissimilative nitrogen reduction to ammonium (DNRA) = 3). 
In the less acidic beech stand with low carbon content, but high nitrogen availability, Proteobacteria 
were more abundant (Proteo:Acido = 1.6). Proportionally less nitrate could be denitrified there 
(denitrification:DNRA = 1), possibly increasing its availability. Among 10 potential keystone species, 
microbes capable of DNRA were identified in the beech soil while instead denitrifiers dominated in the 
spruce soil. In spite of the former acid deposition impact, distinct microbial functional guilds developed 
under different vegetational dominance, resulting in different N immobilization potentials, possibly 
influencing the ecosystem’s nitrogen retention ability.

Since the industrial period, atmospheric sulphur (S) and nitrogen (N) deposition has become one of the main 
drivers for changing ecosystem biogeochemistry. The main consequences of long-term S and N loading lie in soil 
acidification and the interlinked changes in plant productivity and diversity1–3, soil carbon and nutrient cycling4 
and alteration in the soil microbial community structure5. Besides soil acidification, long-term N deposition can 
lead to an ecosystem’s N saturation where the excess N may be lost in the form of nitrates6. Reduced depositions 
in the last decades started the recovery of many European ecosystems, accompanied only in some of them by 
reduced nitrate leaching7,8.

Apart from plants, soil microbes, as essential mediators of all assimilative and dissimilative N transformation 
processes, play a key role in the soil mineral N balance. Nitrates accumulate in soil either under high nitrification 
rates and/or low nitrate reduction rates (i.e. low microbial immobilization, denitrification or dissimilative nitrate 
reduction to ammonium (DNRA)). Generally, it is the heterotrophic community (usually prevailing over the 
autotrophic), being dependent on soil carbon (C), which regulates whether N is lost or retained in the soil9–11. 
Although we have now advanced ability to explore structures of soil microbial communities, there is still a need 
for studies focusing on specific links between microbial taxonomic and functional diversity and their participa-
tion in soil C and N transformation and eventually soil N retention12.

The effect of elevated N input on soil microbial communities has been widely discussed with most studies 
drawing the conclusion of decreasing fungal biomass and activity, particularly mycorrhizas5,13–15. Lower fungal 
biomass and thus lower activity of the lignin-degrading enzymes16,17 shift microbial utilization to easily available 
C and after these are quickly exhausted it may lead to overall C limitation of the microbial community4,18–21. As a 
consequence, N mineralization and nitrate concentrations increase22–25.
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Elevated N loading and subsequent changes in microbial utilization of organic C can change the overall 
structure of a soil prokaryotic community. Particularly, copiotrophic taxa (r-strategists) namely Alpha- and 
Gammaproteobacteria increase at elevated N input26–28. In contrast, Acidobacteria, a group which is mostly con-
sidered as oligotrophic (K-strategists), decline with increasing N loads27,29. Functional metagenomic analyses 
showed higher relative abundances of specific gene categories associated with DNA/RNA replication, electron 
transport and protein metabolism after N amendments. This indicates higher growth and metabolic activity typ-
ical for copiotrophs27. Such community shifts may lead to changes in substrate use efficiencies since copiotrophs 
are supposed to grow faster but with lower growth efficiency30.

The Czech side of the central European area of the so-called “Black Triangle” located along the 
German-Polish-Czech border and belongs among the regions most affected by acid pollution31. Since the 1980’s, 
a considerable decline in S and N deposition has occurred (more than 90% and 40% reduction, respectively) due 
to the restructuring of industrial and agricultural practices31. Here we investigated the microbial community 
structure using DNA sequencing in the beech and spruce soils of two adjacent forests and currently differing 
in their nitrate leaching7. We combined molecular identification data with biogeochemical soil and microbial 
characteristics to explore the links among microbial community composition and N transformation processes. 
Our primary question was whether variations in microbial community structure could help to explain observed 
differences in nitrate leaching between both forests. We supposed that the microbial community structure could 
be different between both forests due to different vegetation type per se (i.e. differences in litter composition 
and input, different levels of dry deposition etc.). We hypothesized that due to historically high acid deposition, 
the fungal abundances would be rather similar probably with a shift to saprotrophic strategy. Furthermore, the 
bacterial community would be dominated by Acidobacteria in both forests due to very low soil pH. However, we 
also recognized that copiotrophic taxa might be favoured in the beech soils that could correspond to richer N 
conditions there.

Materials and Methods
Sampling sites. Our experimental site, Načetín, is located on the ridge of the Ore Mountains, in the 
north-western part of the Czech Republic (Fig. S1). This region was exposed to extremely high acid deposition 
in the past32 and has currently been undergoing recovery since the 1990s31 (Fig. S3). The site has been intensively 
used for the monitoring of atmospheric deposition, soil and soil water chemistry since 1993. Two adjacent stands 
were studied. The spruce stand (50°35′26″N, 13°15′14″E) is located at an elevation of 784 m a.s.l. on a gentle slope 
oriented to the northwest and is completely dominated by Norway spruce (Picea abies, ~80 years old) with the 
understory vegetation dominated by wavy hair-grass (Deschampsia flexuosa), bushgrass and blueberry (Fig. S2). 
The beech stand (50°35′22″N, 13°16′07″E) lies at an elevation of 823 m a.s.l. and is composed of European beech 
(Fagus sylvatica, ~120 years old, spruce trees continuously died off due to the air pollution) with no understory 
vegetation present (only the limited presence of beech seedlings). The bedrock of both stands is gneiss, and soils 
are dominated by dystric cambisols. The snow cover lasts usually from November to April; the average annual 
temperature is 6.3 °C, and annual precipitation is ~1000 mm. Bulk N deposition averaged 11 kg N ha−1 year−1 and 
throughfall N flux was similar among stands 16 kg ha−1 year−1 33. In total, 16 real composite soil samples (based 
on two cores) were taken from 16 randomly selected plots (9 m2) in each of both forests in early May 2013. We 
sampled the upper organic soil layer (Of + Oh + A horizons), using a soil corer (up to 10–15 cm).

Soil solution sampling and analysis. Soil pore water samples from the forest floor were collected using 
Rhizon® suction samplers (Rhizosphere Research Products, NL), comprising 10 cm long, 2.5 mm diameter 
porous membranes attached to 50 ml syringes. In each forest, four to six suction lysimeters were placed in 16 
randomly selected plots (9 m2). Samples were collected by applying suction overnight, and a composite sample 
was made in the morning to get one representative sample per plot (n = 16). The sampling was performed twice 
in May 2013 in all 16 plots and the averages are used. Samples were stored at 4 °C and analysed immediately after 
arrival in laboratory. Sulphates and nitrates were measured by ion exchange chromatography (Alltech 650, USA). 
Base cations and total aluminium were determined by flame atomic absorption spectrometry (AAnalyst 200 
Perkin-Elmer, USA). Ammonium was determined by indophenol blue colorimetry. Dissolved organic carbon 
(DOC) was measured by a nondispersive infrared detector after combustion to CO2. Dissolved nitrogen (DN) 
was determined after sample combustion to NO and its reaction with O3. For details see Oulehle et al.33.

Biochemical soil properties and microbial activity. Soil pH was determined in deionized water (water:-
soil, 25:10, v/w) by agitating for 5 min and letting stand for 0.5 h. Dried (60 °C) and finely ground soil samples 
were analysed for total C (Ctot) and N (Ntot) content on an NC elemental analyser (Vario micro cube, Elementar 
Analysensysteme GmbH, Germany). The molar C to N ratio of the soil was calculated. Moist soil samples (10 g, 
60% of water holding capacity) were placed in glass flasks sealed with perforated Parafilm and incubated for one 
or three weeks (10 °C). After one week incubation, the soil was either extracted (0.5 M K2SO4, extractant: soil, 
4: 1, v/w, agitated for 45 min) or fumigated for one day with chloroform (amylene stabilized) before extraction. 
Then, extracts were centrifuged (4000 g, 10 min) and filtered through 0.45 µm glass fibre filter. Non-fumigated 
extracts were analysed for N-NH4 and N-NO3 using the Flow injection analyser (FIA, QuickChem 8500, Lachat 
Instruments, USA). Together with fumigated extracts, they were analysed for total carbon (DOC) and nitrogen 
(TN) content on an elemental analyser (LiqiTOC II, Elementar Analysensysteme GmbH, Germany). Microbial 
C (Cmic) and N (Nmic) were calculated as the difference in sulphate extractable carbon and nitrogen, respec-
tively, between the fumigated and non-fumigated samples and corrected by the extraction efficiency factors of 
0.38 for microbial C34, and 0.54 for microbial N (KEN)35. The remaining samples were after three weeks extracted 
in the same manner and N-NH4 and N-NO3 were analysed to determine net N mineralization and nitrification 
rate36. Net N mineralization and nitrification rates were calculated as the difference between the final (21 days) 
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and initial (7 days) concentrations of NH4
+ and NO3

−, respectively, divided by the number of days37. Carbon 
use efficiency was calculated from available substrate (soil leachate) and microbial C/N ratios38. Nitrogen use 
efficiency was calculated as a multiple of CUE * available substrate C/N ratio (soil leachate) divided by C/N ratio 
of microbial biomass39. All measurements were performed in two laboratory replications for each soil sample. All 
data were expressed on a soil dry weight basis (105 °C). Microbial respiration was measured as CO2 production 
after one week’s incubation of soil in hermetically closed vials in the dark (10 g, 60% of water holding capacity, 
10 °C), using gas chromatography (Agilent GC HP 6850, USA). The specific respiration rate was calculated as a 
ratio of respiration rate and Cmic.

Extracellular enzyme activities. Extracellular enzyme activities were determined by microplate fluoro-
metric assays under standard conditions. For determination of all hydrolytic enzyme activities, 1 g soil was sus-
pended in 100 ml of distilled water and sonicated for 4 min to disrupt soil particles. 200 µL soil suspension was 
then added to 50 µL methylumbelliferyl (MUF) of substrate solution for β-glucosidase, exocellulase (cellobiohy-
drolase), phosphatase and N-acetyl-glucosaminidase determination or to 50 µL of 7-aminomethyl-4-coumarin 
(AMC) substrate solution for leucine-aminopeptidase determination40. Three concentrations of each fluorogenic 
substrate were tested (50, 100 and 300 μM) and the one with the highest enzymatic activity where the enzyme 
is saturated was picked. Plates were incubated at 20 °C for 120 min. Fluorescence was quantified at an excitation 
wavelength 365 nm and emission wavelength 450 nm using Infinite F200 microplate reader (TECAN, Germany).

DNA extraction. Approximately 0.5 g of soil was added to a FastPrepTM Lysis Matrix E tube (MP Biomedicals, 
Solon, OH, USA). Hexadecyltrimethylammonium bromide (CTAB) extraction buffer, containing 5% CTAB (in 
0.7 M NaCl, 120 mM potassium phosphate, pH 8.0) and 0.5 ml phenol-chloroform-isoamylalcohol (25:24:1), was 
added and agitated in a FastPrep Instrument (MP Biomedicals, Solon, OH, USA) at speed 5–6 for 45 s. After bead 
beating, the samples were extracted with chloroform and precipitated in a PEG 6000/1.6 M NaCl solution. Pellets 
were washed with 70% ethanol and re-suspended in molecular biology grade water. Total DNA was quantified 
using known concentration of genomic DNA which was used for creation of calibration curve and after addition 
of fluorescent dye SybrGreen the fluorescent signal was compared with unknown samples41.

Quantification of prokaryotic and eukaryotic microbial community. Quantification of bacterial, 
archaeal and fungal SSU rRNA genes was performed using the FastStart SybrGREEN Roche® Supermix and 
Step One system (Life Technologies, USA). Each reaction mixture (20 µl) contained 2 µl DNA template (~1–2 ng 
DNA), 1 µl each primer (0.5 pmol µl−1 each, final concentration), 6 µl dH2O, 10 µl FastStart SybrGREEN Roche® 
Supermix (Roche, France) and 1 µl BSA (Fermentas, 20 mg µl−1). Initial denaturation (3 min, 95 °C) was followed 
by 30 cycles of 30 s at 95 °C, 30 s at 62 °C (bacteria) and 60 °C (archaea), 15 s at 72 °C, and completed by fluo-
rescence data acquisition at 80 °C used for target quantification. Product specificity was confirmed by melting 
point analysis (52 °C to 95 °C with a plate read every 0.5 °C) and amplicon size was verified with agarose gel elec-
trophoresis. Bacterial and archaeal DNA standards consisted of a dilution series (ranging from 101 to 109 gene 
copies µl−1) of a known amount of purified PCR product obtained from genomic Escherichia coli ATCC 9637 and 
Pyrococcus furiosus DSM 3639 DNA by using the SSU gene-specific primers 341F/534R and ARC78F/ARC1059R, 
respectively42,43. R2 values for the standard curves were >0.99. Slope values were −>3.37 giving an estimated 
amplification efficiency of >93%.

The qPCR conditions for fungal quantification were as follows: initial denaturation (10 min, 95 °C) followed 
by 40 cycles of 1 min at 95 °C, 1 min at 56 °C, 1 min at 72 °C, and completed by fluorescence data acquisition at 
72 °C used for target quantification. Fungal DNA standards consisted of a dilution series (ranging from 101 to 
107 gene copies µl−1) of a known amount of purified PCR product obtained from genomic Aspergillus niger DNA 
by using the SSU gene-specific primers nu-SSU-0817-5′ and nu-SSU1196-3′44. R2 values for the fungal standard 
curves were >0.99. The slope was between −3.34 to −3.53 giving estimated amplification efficiency between 95 
and 93%, respectively.

Detection limits for the various assays (i.e. lowest standard concentration that is significantly different from 
the non-template controls) were less than 100 gene copies for each of the genes per assay. Samples, standards and 
non-template controls were run in duplicates. To deal with potential inhibition during PCR the enhancers (BSA, 
DMSO) were added to the PCR mixture. Also several dilutions (10x, 20x, 50x, 100x, 1000x) for each sample were 
tested to see the dilution effect on Ct values.

Analyses of prokaryotic and fungal community composition. The aliquots of DNA extracts were 
sent to ARGONE Lab (Illinois, USA) for the preparation of a library and sequencing using MiSeq platform. The 
Earth Microbiome Project (EMP) protocol was used for library preparation with modified universal primers 
515FB/806RB45 and ITS1F/ITS246 for prokaryotic 16S rDNA and fungal ITS1 amplicons, respectively. The cov-
erage of prokaryotic primer pair 515FB/806RB was additionally tested in-silico using ARB Silva database release 
128. The primer pair 515FB/806RB covers almost uniformly all major bacterial and archaeal phyla (Table S3). 
Both bacterial 16SrDNA and fungal ITS1 raw pair-end reads (150 bp) were joined using ea-utils to obtain reads 
of approx. 250 bp length47. Quality filtering of reads was applied as previously described45. After quality filtering 
the sequences were trimmed to 250 bp. We obtained 576,133 bacterial and 806,387 fungal sequences after join-
ing and quality trimming. Before picking the operational taxonomic units (OTU), the fungal ITS1 region was 
extracted from reads using ITSx algorithm48. Both 16S and ITS1 amplicons were trimmed to equal lengths in 
order to avoid spurious OTU clusters49. Bacterial reads were clustered (more than 97% similarity) to OTUs using 
an open-reference OTU picking protocol (QIIME 1.9.147, first with uclust49 being applied to search sequences 
against a Greengenes version 13_05 and Silva 119 database50. Taxonomy was assigned to each read by accepting 
the Greengenes or Silva119 taxonomy string of the best matching Greengenes or Silva119 sequence. Fungal reads 
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were clustered to OTUs using open-reference OTU picking protocol (sequence similarity 98.5%) using UNITE 
ver. 5.3.2015 database51. Blast algorithm (e-value ≤ 0.001) was used for taxonomic assignment. FUNguild algo-
rithm52 was then used for the life style fungal assignments.

Alpha diversity metrics, Shannon diversity, Chao1 richness, and Faith’s phylogenetic diversity were calculated 
after rarefying all samples to the same sequencing depth of 10,000 and 4,500 sequences for prokaryota and fungi, 
respectively. Prior to computing the Unifrac distances, singleton OTUs (i.e. OTUs with only one sequence) were 
filtered out, as these are likely to represent sequencing or PCR errors and/or chimeras.

Raw sequences of 16SrDNA and ITS1 amplicons were deposited in European Nucleotide Archive (ENA) 
under study ID PRJEB17634.

Network analyses and determination of keystone species. In microbial network analyses it is 
recommended to use absolute53 instead of relative OTU abundances, since relative abundances can create false 
correlations between OTUs. Therefore, we recalculated relative abundances in each sample of the bacterial and 
archaeal OTU table to absolute abundances, using the data of bacterial and archaeal SSU gene copies per ng of 
DNA. This gave us absolute abundances of each OTU in the OTU table. We performed the recommended calcu-
lations (neff, sparsity)54 regarding the composition of prokaryotic and fungal filtered OTU tables (i.e. removing 
very rare OTUs by sorting the average OTU abundances in samples from maximum to minimum and choosing 
only those OTUs which were presented in at least 10 samples out of 31 for prokaryotic community, and for fungal 
community 5 out of 22. Based on the sparsity of filtered OTU tables we chose the CoNet network algorithm as 
the relevant calculation method. Unstable edges were filtered out on alpha level of 0.05. We additionally increase 
the alpha level to 0.01 and rerun the network analyses to confirm the robustness of the network composition 
(Fig. S14). The resulting OTU tables, separately for beech (15 samples for prokaryota, 11 samples for fungi) and 
spruce (16 samples for prokaryota, 11 samples for fungi) were used for microbial network analyses. The analysis 
was done in Cytoscape 3.0.2 with the CoNET application55,56. The parameters and settings for network analyses 
in CoNET application were: -parent_child_exclusion, -row_minocc 8, -correlations (Spearman, Pearson, mutual 
information, Bray Curtis dissimilatory and Kullback-Leibler dissimilatory). The threshold for edge selection was 
set to 1,000 top and bottom. During randomization, 100 iterations were calculated for edge scores. In the follow-
ing bootstrap step 100 iterations were calculated and unstable edges were filtered out (p-level threshold of 0.05). 
We additionally increase the p-level threshold to 0.01 and rerun the network analyses (Fig. S14). The Brown 
method was chosen as the p-value merging method and the Benjaminihochberg method for multiple test cor-
rection. The resulting network for the spruce and beech prokaryotic community was visualized and analyzed (i.e. 
degree of nodes, betweenness centrality, closeness centrality) in Cytoscape 3.0.2 and potential keystone OTUs in 
the beech and spruce forests were identified53.

Analyses of metabolic potential of the prokaryotic community. Two independent pipelines 
(PICRUSt and RDP FunGene) were used for in-silico prediction of the functional potential of the microbial 
community. For PICRUSt57 analyses the rarified OTU tables to 3,900 sequences generated by Qiime 1.9.1 were 
used with taxonomic classification based on GreenGenes database ver. 13.05 using closed reference OUT pick-
ing method. In general, the PICRUSt pipeline first normalized each OTU abundances by SSU copy variation in 
bacterial genomes based on the most similar taxa. The resulting normalized table was then used for OTU func-
tional annotation using known bacterial and archaeal genomes57. To validate accuracy of PICRUSt metagenomics 
prediction the Nearest Sequenced Taxon Index (NSTI score) was calculated. The NSTI score was 0.13 ± 0.01 and 
0.14 ± 0.01 for beech and spruce, respectively. According to ref.57 these NTSI scores are typical for soil samples 
(NTSI approx. 0.17).

The lists of bacterial and archaeal species for each individual gene was downloaded from the FunGene data-
base58. Genes below without specific annotation to the gene family were manually excluded from the analyses. 
The condensed list of unique genera was created and used for functional annotation in an OTU table (Table S2). 
By combining SSU qPCR data and relative abundances of assigned bacterial genera, we were able to quantitatively 
identify the main N transformation pathways.

Statistics. Differences between the beech and spruce stands were examined for the biochemical soil and 
microbial parameters using one way ANOVA (Statistica 9.1, Statsoft, Inc.). The normality of distributions and 
homogeneity of variances were checked using histogram plots and Hartley-Cochran-Bartlett’s tests. Correlations 
between selected characteristics were explored to find the most important relations.

Principal component analysis (PCA) was employed to compare microbial community composition (relative 
abundances) of both forests using Canoco 5.059. Then a constrained ordination redundancy analysis (RDA) was 
used to evaluate the relations between all measured biochemical parameters of soil (log transformed, except pH, 
explanatory variables) and the microbial community composition (log transformed relative abundance of each 
phyla, response variables). The contribution of each explanatory variable was tested by forward selection and the 
Monte-Carlo permutation test (p < 0.05). Only those explanatory variables that showed significant effects were 
included in the diagrams. The length of the gradient was tested by detrended correspondence analysis prior the 
selection of the appropriate ordination method. Metric (MDS) and nonmetric distance analyses (NMDS) were 
done on rarefied OTU tables in R-studio (R 3.4.0) using phyloseq package60.

Results
Soil characteristics and microbial activity. The soils in both stands were highly acidic with pH ranging 
from 3.98 to 4.57 and from 3.92 to 4.33 in the beech and spruce soils, respectively (Table 1). Lower pH in the 
spruce soil was connected with lower base cations (Ca2+ and Mg2+), and higher aluminium, and sulphate content 
in the soil leachate.

http://S14
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The spruce soils contained more soil carbon (CTOT) than the beech soils, but had the same amount of nitrogen 
(NTOT), resulting in higher spruce total C/N ratio (Table 1). Similarly, the relative proportion of available C to N 
(DOC/DN) in the spruce soil was roughly double the quantity found (31) in the beech soils (14). The most pro-
nounced difference between both soils was revealed by the proportion of DOC to NO3

−, which was eight times 
higher (290) in the spruce soil (36), mainly due to very low NO3

− concentration in the soil solution.
Moreover, the spruce soil displayed a greater rate of net N mineralization (ammonification + nitrification) 

(Table 2). However, this was mainly due to an elevated net ammonification rate that was twice as high in the 
spruce when compared with the beech soil. Net nitrification was generally very low in both soils with no differ-
ence due to high data variability of both forests. Interestingly, the N mineralization pattern was not in accordance 
with N availability. There was more mineral N (NH4

+  + NO3
−, Table 1) available in beech soils with eight times 

higher concentration of NO3
− in the soil solution; however, N mineralization potential was two times lower.

Both soils had similar rates of basal respiration, but spruce soil had a lower microbial biomass (Cmic, Nmic), 
resulting in higher specific respiration of ~12 nmol C.g Cmic

−1.d−1 rather than ~9 nmol C.g Cmic
−1.d−1 in the beech 

soil (Table 2). The amount of N in microbial biomass (Nmic) was proportionally lower compared to microbial car-
bon (Cmic) in the spruce soil, increasing the Cmic/Nmic ratio and pointing to the higher abundance of fungi in said 
soil. This was supported by qPCR data, which confirmed the higher fungal SSU gene copy numbers here (Table 3).

The ratios of microbial carbon (Cmic) to the dissolved and total C (Cmic/DOC, Cmic/CTOT, Table 2) were lower 
in the spruce soil, which was in line with the lower C use efficiency (CUE) of the spruce microbial community 
(Table 2). It also corresponded with the 38% higher spruce specific respiration. Conversely, nitrogen use efficiency 
(NUE) was ~30% greater in the spruce soil compared with the beech (Table 2).

The spruce soil, furthermore, displayed a more substantial difference between biomass Cmic/Nmic and available 
resource DOC/DN (20 vs. 6, for spruce and beech, respectively), which means that microbes in the spruce soil 
must cope with much larger stoichiometric difference when utilizing the C and N resources.

Total enzymatic activity was lower in the spruce soil (Table 2). The pronounced differences were mainly in N 
and P acquiring enzymes that significantly influenced C/N and C/P enzyme ratios. C/N and C/P enzyme ratios 
were much higher in the spruce soil (Table 2), suggesting proportionally higher C to N mining from complex 
resources.

Most of the measured processes of microbial activity in the beech soil correlated with chemical properties, 
while in the spruce surprisingly, the only important relationship found was for Cmic and soil pH (Table S1). Basal 
respiration in beech soil correlated positively with the available C and N (CTOT, NTOT, DOC and NH4

+), microbial 
C (Cmic), and net ammonification. Similarly, Cmic and Nmic in the beech soil were both positively affected by soil C 
and N availability, mainly CTOT, NTOT, DOC, net ammonification and NH4

+ (Table S1). In the spruce, microbial C 
was related only to available NH4

+. A strong correlation with soil pH and microbial C and N was found also for 
BG, PME and NAG activity in the beech soil (data not shown). These results suggest that the beech soil exhibited 
a much closer connection between soil properties, organic matter transformation and microbial activity.

Composition of bacterial, archaeal and fungal communities. Bacterial communities in both 
soils were dominated by three phyla: Acidobacteria, Actinobacteria and Proteobacteria which together repre-
sented 65% and 63% of assigned sequences in the beech and spruce soil, respectively (Fig. 1). Acidobacteria and 
Actinobacteria were more abundant in the spruce soil (29% and 17%) than in the beech (24% and 14%). On the 
other hand, the beech soil sustained larger community of Proteobacteria, Planctomycetes and Verrucomicrobia 
(21%, 4%, and 8% compared with 17%, 3% and 6% for the spruce soil). Except Halobacteria, all detected Archaeal 
classes: Thermoplasmata, Soil crenarcheal group (SCG) and South African gold mine crenarchaeal group 1 
(SAGMCG-1) were more numerous in the beech soil. The most pronounced difference showed archaeal class SCG 
from Thaumarcheota phylum, which comprised 41% in the beech soil but only 4% in the spruce soils (Fig. 1). 

Beech Spruce stat.

pHH2O 3.98–4.57 3.92–4.33 **

Calcium (Ca2+, µmol.L−1) 15.2 (8.7) 9.0 (4.0) *

Magnesium (Mg2+, µmol.L−1) 25.9 (10.3) 14.8 (4.9) ***

Sulphates (SO4
2−, µmol.L−1) 65.5 (28.3) 85.4 (36.7) *

Total aluminium (AlTOT, µmol.L−1) 23.0 (11.1) 36.3 (12.2) **

Total carbon (CTOT, mmol.g−1) 30.3 (4.8) 33.5 (1.3) **

Total nitrogen (NTOT, mmol.g−1) 1.3 (0.2) 1.3 (0.1) ns

CTOT/NTOT (molar) 23.0 (1.0) 26.3 (1.7) ***

Ammonia (NH4
+, µmol.L−1) 2.8 (2.7) 1.0 (0.6) ns

Nitrates (NO3
−, µmol.L−1) 38.2 (48.9) 4.5 (5.7) **

Dissolved N (DN, µmol.L−1) 66.9 (61.2) 25.2 (10.2) *

Dissolved C (DOC, µmol.L−1) 512 (242) 764 (378) *

DOC/DN 14.0 (9.0) 30.7 (8.9) ***

DOC/NO3
− 35.8 (39.5) 290.0 (217.8) ns

Table 1. Chemical properties of soil and soil solution (n = 16) and spruce (n = 16) soils. Statistical significances 
are marked by asterisks as follows: *p < 0.05, **p < 0.01, ***p < 0.001, ns – not significant.
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Using Bray-Curtis distances and the Ward linkage between OTUs, 4 large OTU clusters showed distinct abun-
dance patterns between the spruce and beech prokaryotic communities (Fig. S8). The cluster I and cluster II repre-
sented the most abundant OTUs assigned mainly to Acidobacteriaceae (Subgroup 1), showing significantly higher 
abundances in the spruce community. In contrast, other families of Xanthobacteraceae (Alphaproteobacteria), 
Bradyrhizobiaceae (Alphaproteobacteria), Opitutaceae (Verrucomicrobia) and Acidobacteria (Subgroup 3) 
formed larger proportions in the beech community. Deeper taxonomical analyses revealed that the 10 most abun-
dant bacterial genera represented on average 43% and 36% in the spruce and beech prokaryotic communities, 
respectively (Fig. S9). Uncultured Acidobacteriaceae (Subgroup 1) bacterium, Acidothermus, Acidobacterium 
and Rhodanobacter figured more prominently in the spruce community. On the other hand, uncultured bac-
terium from Verrucomicrobia phylum, uncultured bacterium from Acidobacteria subgroup 2 and uncultured 
Xanthobacteriaceae bacterium were more abundant in the beech prokaryotic community.

The beech and spruce soils also differed in their alpha diversity of prokaryotic and fungal communities. The 
former possessed greater prokaryotic richness as indicated by Chao1 index (beech soil – 1881; spruce soil – 1389). 
However, the opposite was true for the fungal community, though the difference was not significant (Table 3).

The beech and spruce prokaryotic communities were clearly separated by the first RDA axis, explaining 43% 
of the variability in prokaryotic communities (Fig. 2). Soil pH, DOC:NO3

− ratio and base cations (Mg2+  + Ca2+) 
were the three environmental explanatory variables with significant effects. The relative abundance of 
Acidobacteria and Actinobacteria correlated positively with the higher DOC:NO3

− ratio and with the lower 

Beech Spruce stat.

Microbial carbon (Cmic, µmol.g−1) 346.2 (68.9) 265.1 (77.3) **

Microbial nitrogen (Nmic, µmol.g−1) 45.5 (11.3) 25.8 (9.0) ***

Cmic/Nmic 7.9 (1.5) 11.0 (2.2) ***

Cmic/CTOT 11.1 (2.8) 7.9 (2.3) ***

Cmic/DOC 6.4 (1.4) 5.1 (1.3) *

Basal respiration (µmol.g−1d−1) 3.1 (1.2) 3.1 (0.7) ns

Specific respiration (nmol C.g Cmic
−1.d−1) 8.9 (2.7) 12.3 (3.7) **

Carbon use efficiency (CUE)a 0.36 (0.16) 0.24 (0.06) **

Nitrogen use efficiency (NUE)a 0.51 (0.13) 0.66 (0.12) **

Critical C/N ratio (C:NCR) 25.6 (11.5) 46.0 (8.3) ***

Net ammonification (nmol.g−1.h−1) 130 (80) 250 (140) **

Net nitrification (nmol.g−1.h−1) 28 (12) 11(7) ns

β-Glucosidase (BG, µmol.g−1.h−1) 1.14 (0.41) 0.99 (0.22) ns

Cellobiohydrolase (CEL, µmol.g−1.h−1) 0.19 (0.07) 0.15 (0.05) ns

N-acetyl-β-D-glucosaminidase (NAG, µmol.g−1.h−1) 0.45 (0.31) 0.15 (0.05) ***

Phosphatase (PME, µmol.g−1.h−1) 1.75 (0.57) 1.27 (0.28) **

Leucine-aminopeptidase (LEU, µmol.g−1.h−1) 0.03 (0.01) 0.01 (0.01) ***

BG/PME 0.66 (0.10) 0.80 (0.13) **

BG/NAG 3.3 (1.6) 7.3 (2.5) **

BG/LEU 40.9 (13.4) 85.2 (33.3) ***

Table 2. Biochemical properties of beech (n = 16) and spruce (n = 16) soils. Statistical significances are marked 
by asterisks as follows: *p < 0.05, **p < 0.01, ***p < 0.001, ns – not significant, nc – not calculated; aCUE and 
NUE were calculated from available C (DOC) and N (NO3

− + NH4
+).

Beech Spruce

Chao1 index (prokaryota) 3028 (370) 2255 (469) ***

Chao1 index (fungi) 100 (53) 139 (92) ns

Observed species (prokaryota) 1977 (127) 1553 (182) ***

Observed species (fungi) 64 (26) 77 (34) ns

Bacterial abundance (SSU gene copies.ngDNA−1) 6.7 × 104 
(2.6 × 104)

11.7 × 104 
(4.9 × 104) **

Archaeal abundance (SSU gene copies.ngDNA−1) 2.0 × 103 
(1.1 × 103)

0.9 × 103 
(1.0 × 103) **

Fungal abundance (SSU gene copies.ngDNA−1) 0.3 × 104 
(0.4 × 104)

0.9 × 104 
(0.7 × 104) *

F/B ratio 0.05 (0.06) 0.08 (0.05) ns

Proteo/Acido ratio 1.6 (0.4) 1.3 (0.3) **

Table 3. Microbial community properties of beech (n = 16) and spruce (n = 16) soils. Statistical significances 
are marked by asterisks as follows: *p < 0.05, **p < 0.01, ***p < 0.001, ns – not significant.
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pH, while the less acidic, NO3
− rich beech soil (Fig. 2, Table 1) supported greater numbers of Proteobacteria, 

Plantomycetes and Verrucomicrobia. These five most abundant phyla were the main phyla separating the beech 
from the spruce soil (Fig. 2). The separation of spruce and beech communities was additionally confirmed by 
metric and nonmetric multidimensional scaling (MDS, NMDS) analysis using Bray-Curtis distances. The MDS 
and NMDS analyses (Figs S10 and S12) using Bray-Curtis distances, which were done on OTU level, showed 
similar separation as RDA analyses using Euclidean distances (Figs 2 and S11).

Due to the very high variability among the samples, differences of major fungal phyla were not statistically 
significant (Fig. 1, Figs S11 and S12a,b). The spruce soil levels of Agaricomycetes (Basidiomycota) were higher 
(35%) than those for the beech soil (17%) while opposite was true for Leotiomycetes (Ascomycota) (beech soil – 
32%; spruce soil – 25%). Analyses of fungal life strategies showed that saprotrophic fungi were more abundant in 
the beech soil (37%) than in the spruce soil (24%), while the opposite was true for ectomycorrhizal fungi, which 
amounted to 16% in the spruce and 9% in the beech soil, respectively (Fig. S6).

Both soils differed in prokaryotic functional potential calculated by PICRUSt57 algorithms. Principal compo-
nent analysis of functional potential separated the beech and spruce microbial communities along the first PCA 
axis, showing differences in functional potential in the beech and spruce microbial communities, however with 
more functionally similar samples than the taxonomic differences (Figs 1 and S5). PICRUSt functional analysis 
showed that the beech and spruce microbial communities differed mainly in abundance of transporting systems, 
N metabolism and peptidases (Fig. S4). It supported measured differences in N enzymatic activity and showed 
more copiotrophic nature of the beech community (i.e. more transporting systems and more processes connected 
with membrane like respiration).

For the OTUs, which were classified at the genus level, it was also possible to assign functional genes based on RDP 
FunGene database (Table S2). By combining SSU qPCR data and relative abundances of assigned bacterial genera, we 
were able to quantitatively identify the main N transformation pathways (Fig. 3). It allows us to reconstruct and identify 
differences in the N cycle in the beech and spruce microbial communities (Figs 3 and S7). Microorganisms capable of 
nitrate reduction (napA, narG genes), denitrification (nirK, nirS, norB, nosZ genes), N2 fixation (nifH gene) and NH4

+ 
oxidation (amoA) were more abundant in the spruce than in the beech community. The abundance of microorganisms 
capable of dissimilative nitrate reduction to ammonium (DNRA, nrfA gene), however, did not differ between the beech 
and spruce community. Therefore, in the spruce soil, the higher proportion of NO3

− can be potentially lost via denitrifi-
cation (denitrification to DNRA ratio is 3) while in the beech soil, the higher proportion of NO3

− can be recycled in the 
soil system and the microbial community most likely via DNRA (denitrification to DNRA ratio is 1.4).

In the next step, network analysis was performed to describe relationships between distinct OTUs in the beech 
and spruce prokaryotic communities and identify the most important OTUs (i.e. keystone OTUs). We found 

Figure 1. Differences in the composition of bacterial, fungal and archaeal communities between the beech 
(n = 16) and spruce (n = 16) soils. Only those phyla and classes with more than 1% of relative abundance are 
shown. Statistical significances are marked by asterisks as follows: *p < 0.05, **p < 0.01, ***p < 0.001.
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dramatic differences between the beech and spruce prokaryotic networks (Fig. 4a,b, Table 4, Fig. S14). While 
in the beech prokaryotic network the number of relationships was low and infrequent (more separate groups 
of interacting OTUs with only 51 significantly interacting OTUs), the opposite was true for the spruce network 
(103 significantly interacting OTUs with dense interacting network). The network analyses with the support of 
100 instances of bootstrapping revealed 145 significant interactions (edges) in the spruce prokaryotic commu-
nity while in in the beech community only 45 showed very intense interconnection of prokaryotes (Fig. 4b). 
Interestingly, all interactions in the beech and spruce prokaryotic communities were positive (co-presence). 
We specifically identified 7 potential keystone OTUs in both communities (Table S2). The spruce potential key-
stones were mainly from the phylum Acidobacteria (4 out of 7 keystones) while the beech keystones recruited 
from Proteobacteria (3 out of 7 keystones). In the beech soil, microorganisms capable of DNRA (Acidothermus, 
Planctomyces, Opitutus) were among the potential keystone OTUs, but in the spruce community nitrate reducing 
(Acidobacterium) and denitrifying microorganisms (Acidothermus, Herminiimonas) dominated (Table 4).

The microbial networks of the beech and spruce fungal community showed similar trends as prokaryotic 
ones (Fig. S13a,b). The spruce fungal network had more interacting species (n. of nodes = 117) and also more 
connections (n. of edges = 498) than beech community which had 51 nodes and 246 edges, respectively. Species 
of Mortierella (Zygomycota) and Cryptococcus (Basidiomycota) were the most interacting in beech and spruce 
community, respectively.

Figure 2. Redundancy analyses (RDA) of prokaryotic community. RDA of relative OTU abundances of 
prokaryotic phyla in the beech (n = 16) and spruce (n = 16) soils. The relation of the environmental variables 
to the prokaryotic community composition is shown. Each point represents an individual soil sample used in 
the analysis. The direction and length of arrows show the correlational strength between the abundance of each 
prokaryotic phylum and environmental variable. RDA1 axis explained 43.0% and RDA2 explained 12.4% of 
variability in prokaryotic community composition.
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Discussion
Our study makes use of the comparison of two closely located forests (1 km of each other) which are situated on 
the same acid bedrock, have similar climate and deposition history but differ in tree dominants. In the spruce 
forest the nitrates in the soil leachate have almost diminished since the 1990s7, while in the beech forest the 
nitrate leaching still continues. Soil solution chemistry revealed less acidic conditions in the beech compared to 
the spruce forest, which was surely the effect of litter type and long-term lower dry deposition61. Soil prokaryotic 
communities, not fungi, differed in their composition substantially between the spruce and beech, and their 
structures were to a certain extent linked to different soil C and N biogeochemistry.

The main difference between the spruce and beech microbial community was found in the structure of 
prokaryotes (Fig. 2). The spruce prokaryotic community had lower species diversity but more abundant than 
the beech community (Table 3), which corresponds to the published data of similar biomes62. It comprised three 
main bacterial phyla: Acidobacteria, Proteobacteria and Actinobacteria (Fig. 1). Although Archaea formed only 
a minor population compared to bacteria, especially in the spruce forest (Table 3), a considerable difference was 
found for the Soil Crenarchaeotic Group (SCG) from the phylum Thaumarchaeota that comprises over 40% of 
relative abundance in the beech soil compared to only a negligible part of the spruce archaeal community (Fig. 1).

The beech and spruce fungal communities were not separated (Fig. S11) and did not differ significantly even 
in relative abundances (Fig. 1). One reason could be that our sampling strategy, in which we wanted to pinpoint 
the most pronounced functional differences in the microbial community63 and thus sampled the most active for-
est floor layer as a mixture (Of + Oh + A), diminished the differences between the beech and spruce fungal com-
munities, usually showing the depth stratification. Despite this, we found prevailing saprotrophic strategy over 
the mycorrhizal in both fungal communities (Fig. S6), which is most probably the effect of former N deposition64. 
The fungal community composition comprised of Ascomycota, Basidiomycota and Zygomycota (Fig. 1), which is 
in line with globally described patterns of temperate forests65.

Despite only a narrow pH range and little difference between both forests (~0.2 pH units), pH and base cat-
ion concentration still explained most of the differences between the spruce and beech prokaryotic community 
(Fig. 2). Since soil base saturation is related to soil pH through the exchange of H+ between organo-mineral 
complexes and soil solution, it is reasonable to assume that both parameters shaped the composition of the 

Figure 3. Conceptual scheme of main N cycle pathways in the spruce and beech soils. Nitrogen transformation 
processes are depicted with different colors. Pathways are based on functional assignment (RDP FunGene 
database, Table S2). Thickness of the arrows corresponds to absolute abundances of assigned bacterial 
functional guilds recalculated by qPCR.
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prokaryotic community simultaneously. Our results conform with the general actuality that soil pH is one of the 
strongest predictors of microbial community composition12,66–70 and that Acidobacteria often predominate in 
acidic soils71.

In our study, lower pH was always connected with a higher proportion of Acidobacteria and Actinobacteria 
(Fig. 2), representing together ~47% and ~37% of the spruce and beech bacteria, respectively (Fig. 1). This was 
within a range of other forest studies62,72. In both forests, the subgroup 1 was the most abundant Acidobacteria 

Figure 4. OTU network analyses of the beech (a) and spruce (b) prokaryotic communities. Each OTU (node) 
is colored by the phylum it belongs to. Labels of nodes shows respective bacterial or archaeal classes. The size of 
node corresponds to the average abundance of each OTU. Green color of edges shows positive relationship (i.e. 
co-presence of OTUs) and red edge color shows negative relationship (i.e. mutual exclusion of OTUs).
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group represented mostly by genera Acidobacterium (4% and 3% for spruce and beech, respectively), Granulicella 
(3% and 2% for spruce and beech, respectively) and Candidatus Koribacter (1% in both soils). Acidobacterium 
and Granulicella were in the top 10 most abundant genera. Jones et al.73 showed that the abundance of Subgroup 
1 strongly increased with decreasing soil pH. The high abundance of Subgroup 1 is most probably the reason why 
soil pH was the main important predictor of prokaryotic community composition.

In the beech community, the members of the phylum Proteobacteria were more abundant than in the 
spruce prokaryotic community. Within the Proteobacteria, the uncultured bacterium from the family 
Xanthobacteriaceae (Alphaproteobacteria) dominated. Bacteria from this family are moderately acidophilic. 
They are usually isolated from decaying organic material74 as well as from nutrient rich rhizosphere75. The next 
higher abundance of Verrucomicrobia and Planctomycetes in the beech community could be related, in addition 
to the less pronounced acidity effect67, to high soil N availability (Table 1). Buckley et al.76 (2006) showed that 
species richness of Planctomycetes correlated highly with NO3

− spatial distribution in soil, and Navarrete et al.72 
concurrently found that a community of Verrucomicrobia exhibited higher abundances in soils of higher fertility.

It has been suggested that soil bacteria can be classified into copiotrophic and oligotrophic categories (cor-
responding to the r- and K-selected strategies)27,68. Although this concept can be viewed as a simplification, its 
application to compositional genomic data allows us to describe the ecological requirements of the soil microbial 
community. We expected that both forests could generally create habitats more suitable for fast-growing copi-
otrophs as both were exposed to high N deposition. Our data showed that the beech soil was relatively richer in 
available N yet at the same time much poorer in C compared to the spruce soil (Table 1). Moreover, the second 
most significant factor that separated the spruce and beech prokaryotic communities was the DOC/NO3

− ratio 
(Fig. 2). This inverse relation of both elements has been recognized as a primary predictor of soil N retention 
ability10,11. At the same time, we found a higher proportion of Proteobacteria to Acidobacteria in the beech than 
in the spruce microbial community (1.6 vs. 1.3, Table 3).

According to Fierer et al.68, the phylum Proteobacteria generally comprises copiotrophic taxa. They preferen-
tially consume labile and readily available organic C, have high nutritional requirements and exhibit high growth 
rates when resources are abundant68,77. On the other hand, Acidobacteria can be considered as oligotrophs, which 
are slow-growing and exploit environments with lower nutrients, lower C availability or substrates of lower qual-
ity68. They are, therefore, able to outcompete copiotrophs in these conditions due to their higher substrate affini-
ties and more efficient enzymatic apparatus for utilizing complex biopolymers78. Recent studies argue that, despite 
being oligotrophic, some subgroups of Acidobacteria show high relative abundances also in C rich conditions73,80, 
indicating that additional factors other than C availability drive the metabolism of various Acidobacterial sub-
groups. Several studies also showed that Acidobacteria decrease under elevated N conditions while Proteobacteria 
increase20,27,79,80. Our results suggest that the ratio of abundances of these large bacterial phyla may be connected 
with (i) soil N availability and (ii) the quality of C substrate rather than only C concentration81,82.

Organic matter decomposition is driven by the availability of labile C and N83. The DOC and DN in the soil 
leachate determined in our study represent a measure of labile resources, which control organic matter decom-
position, including the activities of soil extracellular enzymes. Because these enzymes release low molecular 
weight compounds from complex biomolecules (e.g. cellulose, proteins), they also directly influence the pro-
portions of dissolved C and N25. In the spruce soil, C acquiring enzymes (Table 2) were proportionally higher 
compared to N acquiring enzymes, which is in accordance with the measured higher DOC:DN ratio (Table 1) and 

Phylum Genus Degree
Betweenness 
Centrality

Closeness 
Centrality Function in N cycle

Potential keystone species in beech prokaryotic community

Proteobacteria uncultured bacterium 6 0,413 0,516 —

Actinobacteria Acidothermus 6 0,385 0,516 denitrifier

Planctomycetes Planctomyces 4 0,101 0,432 DNRA, nitrate 
reducer

Acidobacteria uncultured bacterium 4 0,239 0,471 —

Proteobacteria uncultured bacterium 4 0,138 0,471 —

Proteobacteria uncultured 3 0,233 0,400 —

Verrucomicrobia Opitutus 3 0,639 0,409 DNRA, nitrate 
reducer

Potential keystone species spruce prokaryotic community

Acidobacteria Acidobacterium 10 0,163 0,290 nitrate reducer

Actinobacteria uncultured Actinomycetales 9 0,270 0,321 —

Acidobacteria Candidatus Solibacter 7 0,133 0,271 —

Acidobacteria Candidatus Solibacter 7 0,224 0,311 —

Actinobacteria Acidothermus 7 0,118 0,294 denitrifier

Proteobacteria Herminiimonas 6 0,099 0,295 denitrifier

Acidobacteria Candidatus Koribacter 6 0,095 0,281 —

Table 4. Keystone OTUs in beech and spruce prokaryotic community. Basic properties of keystone species 
(degree, betweenness centrality, closeness centrality) are shown. Taxonomic classification is based on Silva 119 
database. Annotated function of known bacterial genera in N cycle are shown in the last column.
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suggests the decomposition of rather complex organic matter in the spruce soils. This corresponds with higher 
fungal abundance and also higher abundance of bacteria from the families Acidobacteriaceae subgroup 1 and 
Acidothermaceae, which are able to decompose complex substrates such as polyphenols and chitin and whose 
distribution in soils is connected with the quality of soil organic C84.

The ability of soil to immobilize nitrogen is closely connected with its C-to-N stoichiometry9,10,85,86. Although 
both soils showed similar net nitrification rates, nitrate concentrations were high only in the beech soil solution. 
It has been shown that during decomposition all organic N can be used for building microbial biomass when C is 
in excess39. Microbes can then immobilize additional mineral N from the soil solution to meet their demands9,87,  
or they can start to use nitrates in reduction processes of microbial energy metabolism (denitrification and/or 
dissimilative nitrate reduction to ammonia (DNRA)4. It might be that in C rich spruce soil with high C acquiring 
enzyme activity and net N mineralization, immobilization of mineral N could be more significant than in the 
beech soil. Concurrently, we found low C while high N use efficiencies and high specific respiration in the spruce 
soil supporting our assumption of possible C oversupply of spruce microbes (Table 2).

We examined the hypothesis of high nitrate immobilization in the spruce soil from the perspective of micro-
bial community composition. Linking taxonomic classification with functional potential allowed us to identify 
bacterial functional guilds (e.g. N2 fixators, nitrifiers, denitrifiers and bacteria capable of DNRA) responsible for 
key transformations of mineral N. In the spruce community, the occurrence of NO3

− to NO2
− reducers was twice 

as high as in the beech community. However, NO2
− is a very labile compound and is immediately reduced to N 

gases through denitrification or via DNRA to NH4
+. Our data showed that denitrifiers in the spruce community 

were proportionally more abundant than bacteria capable of DNRA (3:1 ratio, Fig. 3) compared to the beech l 
community. Marked differences were mainly in the abundance of nirK denitrifiers, whose abundance correlates 
closer with the available C compared to nirS denitrifiers88. In contrast, the beech microbial community had a 
lower denitrification-to-DNRA ratio (1.4:1, Fig. 3), allowing more N to be recycled back to NH4

+ and possibly to 
NO3

− via nitrification.
The functional analyses revealed that low NO3

− concentration in the spruce soil solution may be the result of 
N loses through denitrification. This supports the generally observed fact that DOC/NO3

− stoichiometry regu-
lates ecosystem NO3

− retention11,89. Under the high DOC/NO3
− ratio (higher than 150 89), which supplies suffi-

cient organic C to microorganisms, denitrification predominates over DNRA and N can be lost from the soil to 
the atmosphere. Under low DOC/NO3

−,11, DNRA is higher or equal to denitrification and N can be recycled in 
the soil via NH4

+.
Microbial network analyses supported the importance of denitrifiers and bacteria capable of DNRA in the soil 

community. Both groups were among the 10 potential keystone species of both communities (Fig. 4, Table S4). 
Microbes capable of DNRA (Planctomyces, Opitutus) were identified as keystone in the beech soil, while denitri-
fiers (Acidothermus, Herminiimonas) were instead significant players in the spruce soil. Furthermore, microbes 
in the spruce community showed a much higher degree of associations than the beech microbes. It points to 
the much higher microbial interconnection in the C rich environment, probably due to the higher substrate 
complexity, whose degradation needs to be synchronized by a variety of microbial functional guilds. Higher 
interconnection may also be an indirect result of the higher abundance of fungi, which interconnects by hyphal 
growth spatially distant microbes90. In contrast, microbes in the beech community were associated very rarely, 
partly because of, perhaps, their rather copiotrophic nature (quickly growing, quickly dying), and do not have, 
therefore, the reason and time to create more dense and interconnected microbial network.

Here we presented that the DNA sequencing approach in combination with in-silico functional analysis of 
microbial community structure can be a useful tool in predicting soil N biogeochemistry. Both forest soil micro-
bial communities differed in their taxonomic diversity and functional diversity of the N cycle resulting in different 
potentials of soil N immobilization. We demonstrated that nitrates may be lost through denitrification in N satu-
rated soils under recovery when organic matter decomposition is restored and the carbon availability increases7. 
Our study represents a basis for future testing of the nitrate reduction as potentially more important N immobi-
lization process than was previously thought in acid forest soils.
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Abstract

It is not well understood how the ecological status and microbial community

composition of spruce swamp forests (SSF) relate to those found in bogs and

fens. To clarify this, we investigated biogeochemical parameters and microbial

community composition in a bog, a fen and two SSF using high throughput

barcoded sequencing of the small ribosomal subunit (SSU) variable region V4.

The results demonstrated that the microbial community of SSF is positioned

between those of bogs and fens, and this was confirmed by in silico predicted

metabolic potentials. This corresponds well with the position of SSF on the

trophic gradient and reflects distinct responses of microbial communities to

environmental variables. Species richness and microbial diversity increased sig-

nificantly from bog to fen, with SSF in between, reflecting the variation in pH,

nutrient availability and peat decomposability. The archaeal community, domi-

nated by hydrogenotrophic methanogens, was more similar in SSF and the bog

compared with the fen. The composition of the bacterial community of SSF

was intermediate between those of bog and fen. However, the production of

CO2 (an indicator of peat decomposability) did not differ between SSF and

bog, suggesting the limiting effect of low pH and poor litter quality on the

functioning of the bacterial community in SSF. These results help to clarify the

transitional position of SSF between bogs and fens and showed the strong

effect of environmental conditions on microbial community composition and

functioning.

Introduction

Peatlands represent a specific type of wetland ecosystem,

where organic matter is accumulated over millennia due

to the unfavourable conditions for decomposition. They

act as a sink of atmospheric CO2, but at the same time, a

large amount of CH4 is produced in the water-saturated

peat profile and released into the atmosphere (Gorham,

1991). Despite the importance of peatlands in global car-

bon (C) cycling and other important ecosystem services,

the diversity and functioning of microbial communities

in different peatland types is still not fully understood.

Peatlands comprise a wide spectrum of different types,

varying in their hydrology, trophic status and vegetation.

The composition and function of the microbial commu-

nity vary according to heterogeneous environmental

conditions in peat, such as oxic/anoxic conditions, a wide

range of redox potentials, sources of C energy and nutri-

ents (Juottonen et al., 2005; Morales et al., 2006), and

vegetation composition (Fisk et al., 2003). Consequently,

the microbial community differs among peatland types in

both community composition and functioning (Galand

et al., 2005; Juottonen et al., 2005; Kim et al., 2008; Lin

et al., 2012). Fens possess greater microbial diversity due

to the additional nutrient input from groundwater, higher

pH and litter of different quality, compared with nutri-

ent-poor acidic bogs, which receive nutrients mainly from

precipitation (Galand et al., 2005; Kim et al., 2008; Urba-

nov�a et al., 2011; Gupta et al., 2012; Lin et al., 2012). It

is uncertain where spruce swamp forests (SSF) are located

on this gradient between bogs and fens. As minerotrophic

peatlands, SSF combine both peatland and mineral forest
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properties and are valued especially for their high spatial

heterogeneity and biological diversity, in that they pro-

vide a multitude of ecological niches along a wide hydro-

topographical gradient (Økland et al., 2008). Therefore,

the microbial community should be expected to have

high species and functional diversities.

Microbial diversity has been studied in various individ-

ual peatland types, but comparative analyses of different

peatland types are still rare and existing studies have

focused mainly on specific functional groups of microor-

ganisms, for example, methanogens (Juottonen et al.,

2005; Meril€a et al., 2006), methanotrophs (Dedysh, 2009;

Gupta et al., 2012) or sulphate reducers (Pester et al.,

2012). Other studies described microbial diversity mostly

in bogs (Dedysh et al., 2006; Morales et al., 2006; Pankra-

tov et al., 2011; Serkebaeva et al., 2013), while only a few

studies compared both bog and fen microbial communi-

ties (Juottonen et al., 2005; Kim et al., 2008; Lin et al.,

2012). These studies found that the most frequent bacte-

ria in peat are the representatives of Proteobacteria and

Acidobacteria, which have good adaptations to acidic con-

ditions and exhibit many different lifestyles. The other

important bacterial groups typical for peatlands were Ac-

tinobacteria, Verrucomicrobia, Planctomycetes, Chloroflexi,

Firmicutes and Chlamydiae. The archaeal community has

been shown to be dominated by methanogens and their

composition varies according to nutrient status and pre-

vailing substrate (Galand et al., 2005; Juottonen et al.,

2005; Metje & Frenzel, 2007). There is only one study of

the microbial community composition of SSF (Sun et al.,

2014), which focused entirely on the surface aerobic layer.

These authors did not find any significant differences in

microbial community composition compared with other

forested peatlands. Their conclusions may, however, be

questionable, because any site effect was probably masked

by the presence of litter of similar quality.

While these studies revealed some aspects of microbial

community composition in peatlands, the abundance and

potential functional roles of different groups of microor-

ganisms in distinct peatland types have not been suffi-

ciently addressed. Furthermore, the relationships between

biochemical features of distinct peatlands and their

microbial community composition are still not fully

understood. Among peatland types, SSF have been

neglected for a long time, and it is wholly uncertain if the

composition and function of their microbial community

is more similar to either bog or fen or different from

both.

The main goal of our study was to describe the micro-

bial community in an SSF ecosystem and clarify its eco-

logical status in relation to bogs and fens and to identify

the similarities and/or uniqueness of their microbial com-

munity. Other aims were (a) to explain the differences in

microbial community composition with biochemical

properties of different peatland types and (b) to deter-

mine and compare the metabolic potential of microor-

ganisms in different peatland types.

To address these specific goals, we used high-through-

put barcoded sequencing of bacterial and archaeal SSU

genes and compared these results with biochemical

parameters of the different peatland types. The newly

published bioinformatics pipelines (i.e. PICRUSt) allowed

us to predict the functional potential of the microbial

community. For a more accurate determination of micro-

bial community composition, SSU gene abundances were

normalized based on different SSU gene copies in differ-

ent microbial taxa (Langille et al., 2013).

Materials and methods

Study sites

The study was carried out in an ombrotrophic bog

(BOG), one minerotrophic treeless poor fen (FEN) and

two spruce swamp forests (SSF) located in the �Sumava

Mountains, south-west Czech Republic (48°590N,
13°280E). BOG and SSF are situated on an upland plateau

at altitudes from 1100 to 1260 m a.s.l. FEN is located at

an altitude of 900 m a.s.l. This mountain region is char-

acterized by a cold and humid climate with a mean

annual temperature between 3.2 and 4.0 °C and mean

annual rainfall between 1000 and 1200 mm according to

altitude (1961 to 1990, statistics by the Czech Hydro-

Meteorological Institute).

BOG is characterized by a well-developed surface struc-

ture with hummocks dominated by Andromeda polifolia,

Vaccinium uliginosum and Eriophorum vaginatum, hollows

with Carex limosa and lawns covered by Trichophorum

caespitosum. The moss layer consists of Sphagnum rubel-

lum, S. capillifolium and S. magellanicum on hummocks,

while the wetter hollows are covered by S. cuspidatum.

The moss layer is absent on lawns. Eriophorum vaginatum

is widespread in the SSF, with other sedges and grasses

common in wetter microhabitats. Drier microhabitats are

characterized by Vaccinium dwarf shrubs. The tree canopy

(Picea abies) can vary from 40% to 100%. FEN is charac-

terized by a homogenous surface structure with the domi-

nant Carex rostrata in the field layer and Sphagnum

flexuosum in the moss layer. Carex nigra, Viola palustris,

Epilobium palustre, Potentilla palustris and Vaccinium oxy-

coccos are frequent but not abundant.

Soil sampling and analysis

The surface layer of peat (0–30 cm) was sampled in all

study sites in autumn 2010, using a corer. Each sample
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consisted of five subsamples mixed together. Eight sam-

ples were taken in BOG (four samples each in the wetter

Trichophorum lawns and drier hummocks). In each SSF,

six samples were collected, taking into account surface

heterogeneity. In FEN, only four samples were taken

because of the homogenous vegetation structure. Directly

after sampling, the samples were sieved through a 5-mm

mesh and stored in tightly closed plastic bags at 4 °C for

4 weeks until soil analysis. Half of the samples from each

locality were used for DNA analysis, with the soil frozen

at �80 °C immediately after sieving and stored until

analysis. Peat samples included part of the aerobic and

part of the anaerobic zones under the mean water table

level (see Table 1).

The water table was measured manually during the

growing season in perforated PVC tubes, whose spacing

reflected the soil sampling design on each site.

The soil samples were analysed for total C and N con-

tent using a Micro-cube elemental analyser (Elementar,

Germany). Total P (PTOT) was determined by perchloric

acid digestion (Kop�a�cek & Hejzlar, 1993). Oxalate-

extractable P (POX) was determined by extraction of 2 g

of soil with 40 mL of acid ammonium oxalate solution

[H2C2O4 + (NH4)2 C2O4 at pH 3] (Cappo et al., 1987).

POX is supposed to characterize the biological availability

of P in the soil (Koopmans et al., 2004). The C (Cmic)

and N (Nmic) contents of soil microbial biomass were

measured using the chloroform fumigation-extraction

method (Vance et al., 1987) and calculated as the

difference between C and N contents in fumigated and

non-fumigated samples. Coefficients of 0.38 (Vance

et al., 1987) and 0.54 (Brookes et al., 1985) were used to

correct the results for soil microbial biomass C and N,

respectively. Concentrations of soluble organic carbon

(SOC) and total soluble organic nitrogen (TON) in the

soil solution were analysed on a LiquiTOC II (Elemen-

tar). Total soluble inorganic nitrogen (TIN) was mea-

sured with a flow injection analyser (FIA Lachat

QC8500). Soil pH was measured after shaking 10 g of

each sample briefly with 25 mL of distilled water and let-

ting it stand for 2 h. Bulk density (g dm�3) was mea-

sured by weighing the intact samples after drying at

70 °C.
Aerobic production potential for CO2 and anaerobic

production potential for CH4 were measured under labo-

ratory conditions. Ten grams of homogenized peat was

placed in a glass bottle tightly closed with a rubber stop-

per. The aerobic samples were regularly ventilated to keep

conditions aerobic. In the anaerobic bottles, 10 mL of

distilled water was added, the headspace flushed with

helium, and the bottles were kept tightly closed for the

whole incubation period. Samples were incubated for a

period of 50 days at 15 °C. Gas in the headspace was

sampled each week during the experiment, and the con-

centrations of CO2 and CH4 were determined by gas

chromatography. CO2 was determined using an HP 6850

gas chromatograph (Agilent) equipped with a 0.53

mm 9 15 m HP-Plot Q column and a 0.53 mm 9 15 m

HP-Plot Molecular Sieve 5A column and a thermal con-

ductivity detector, using helium as the carrier gas. Meth-

ane (CH4) was determined using an HP 6890 gas

chromatograph (Agilent) equipped with a 0.53 mm

9 30 m GS-Alumina column and a flame ionization

detector, using nitrogen as the carrier gas.

Table 1. Biochemical characteristics of peat sampled on three types of peatlands (mean � standard deviation). Different letters in rows indicate

statistically significant differences between peatland types (P < 0.05)

BOG SSF FEN

C (%) 47.94 � 1.5a 44.51 � 0.9b 43.45 � 0.2b

N (%) 1.86 � 0.4a 1.32 � 0.3b 1.72 � 0.1ab

C/N 26.87 � 5.3a 35.14 � 7.7b 25.45 � 1.8ab

WT (cm) �8.21 � 4.0a �13.55 � 5.2a �8.56 � 1.2a

pH 4.08 � 0.2a 4.19 � 0.1a 5.10 � 0.2b

Bulk density (g cm�3) 0.12 � 0.03a 0.06 � 0.02b 0.07 � 0.01b

PTOT (mg g�1) 0.65 � 0.1a 0.70 � 0.2a 1.17 � 0.1b

POX (mg g�1) 0.08 � 0.03a 0.04 � 0.01b 0.17 � 0.04c

SOC (mg g�1) 0.99 � 0.3a 1.64 � 0.5b 1.41 � 0.2ab

TON (mg g�1) 0.08 � 0.01a 0.11 � 0.06a 0.13 � 0.01a

TIN (mg g�1) 0.15 � 0.03a 0.14 � 0.05a 0.17 � 0.04a

Cmic (mg g�1) 5.94 � 1.1a 2.94 � 1.1b 9.05 � 1.6c

Nmic (mg g�1) 0.68 � 0.1a 0.52 � 0.2a 1.11 � 0.2b

CO2 aerobic production rate (lL g�1 hod�1) 8.85 � 3.6a 11.70 � 3.0a 23.19 � 5.8b

CH4 anaerobic production rate (lL g�1 hod�1) 0.11 � 0.2a 1.55 � 0.5b 3.99 � 0.5c

Number of samples for peat analysis 8 12 4

Number of samples for DNA analysis 4 6 2
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Total DNA extraction, purification and

quantification

The Power Soil DNA Isolation Kit (MoBio Laboratories

Inc., Carlsbad, CA) was used for isolation of genomic

DNA from soil according to the manufacturer’s instruc-

tions with some modifications. A mini Bead-Beater (Bio-

Spec Products, Inc.) was used at a speed of 6 ms�1 for

45 s for better disruption of cell walls. DNA was stored

in 1.5-mL Eppendorf microtubes in a freezer (�20 °C)
until analysis. The quality of the extracted DNA was veri-

fied by electrophoresis (1% w/v, 8 V cm�1, 45 min).

Total DNA was quantified using SybrGreen (Leininger

et al., 2006).

Barcoded amplicon sequencing of bacterial and

archaeal SSU rRNA genes

The PCR primers (515F/806R) targeted the V4 region of

the small ribosomal subunit (SSU) rRNA, previously

shown to yield accurate phylogenetic information and to

have only few biases against any bacterial taxa (Liu et al.,

2007; Bates et al., 2011; Bergmann et al., 2011). The

PCR samples contained 13 lL MO BIO PCR-grade

water, 10 lL 5 PRIME HotMasterMix, 0.5 lL each of

the forward and reverse primers (0.2 lM final concentra-

tion), and 1 lL of genomic DNA. Samples were kept at

94 °C for 3 min to denature the DNA, with amplifica-

tion proceeding for 35 cycles at 94 °C for 45 s, 50 °C
for 60 s, and 72 °C for 90 s; a final extension of 10 min

at 72 °C was added to ensure complete amplification.

The reverse primer contained a 12-base error-correcting

Golay barcode to facilitate multiplexing. Each sample

was amplified in triplicate, combined, quantified using

Invitrogen PicoGreen and a plate reader, and equal

amounts of DNA from each amplicon were pooled into

a single 1.5-mL microcentrifuge tube. Cleaned amplicons

were quantified using Picogreen� dsDNA reagent in

10 mM Tris buffer (pH 8.0). A composite sample for

sequencing was created by combining equimolar ratios

of amplicons from the individual samples and cleaned

using the Ultra Clean� htp 96 well PCR clean up kit

(MO BIO Laboratories). Purity and concentration of the

samples were estimated by spectrophotometry. Ampli-

cons of 250 bp were sequenced pairend (150 9 150

cycles) on the IlluminaMiSeq platform (ARGONE Lab,

IL).

Analyses of microbial community composition

Raw pairend reads (150 bp) were joined using ea-utils to

obtain reads of c. 250 bp length (Aronesty, 2013). Quality

filtering of reads was applied as described previously

(Caporaso et al., 2011). Reads were truncated at a phred

quality threshold of 20. Reads which contained ambigui-

ties and reads whose barcode did not match an expected

barcode were discarded. We obtained 646 676 sequences

after joining and quality trimming. Reads were assigned

to operational taxonomic units (OTUs) using a closed-

reference OTU picking protocol using QIIME 1.8.0 (Capor-

aso et al., 2010), first with uclust (Edgar, 2010) being

applied to search sequences against a subset of the

Greengenes database, version 13_05 (DeSantis et al.,

2006) filtered at 97% sequence identity. Taxonomy was

assigned to each read by accepting the Greengenes taxon-

omy string of the best matching Greengenes sequence.

Because the number of SSU rRNA genes varies from 1 to

15 copies per genome in different bacterial species, nor-

malization of sequence abundance based on SSU gene

copies of assigned taxa was performed before further

analysis (Langille et al., 2013). Alpha diversity metrics,

Shannon diversity, Chao1 richness and Faith’s phyloge-

netic diversity were calculated after rarefying all samples

to the same sequencing depth of 11 000 sequences. Com-

munity relatedness was visualized using principal coordi-

nates analysis (PCoA) from weighted Unifrac distances.

Prior to computing the Unifrac distances, singleton OTUs

(i.e. OTUs with only one sequence) were filtered out as

these are likely to represent sequencing or PCR errors

and/or chimeras.

Analysis of metabolic potential

In addition to the evaluation of microbial diversity, we

implemented the newly developed bioinformatic pipeline

PICRUSt (Langille et al., 2013) to address the functional

potential in different peatland sites. For this purpose,

the closed-reference OTU picking protocol using QIIME

1.8.0 (Caporaso et al., 2010) was used. Sequences were

searched against the Greengenes database, version 13_05,

and taxonomically assigned using uclust with default

parameters (Edgar, 2010). The OTU table was created

after rarefying samples to 15 000 sequences and further

analysed using the PICRUSt pipeline on the Galaxy

server. The PICRUSt pipeline scans three main func-

tional databases, KEGG, COG and Rfam, and uses the

OTU table of assigned taxa and their relative distribu-

tion in different samples to generate the relative

abundance of functional categories. In the case of the

KEGG database, it is possible to group functions into

three level subgroups based on different KEGG func-

tional gene ontology affiliation (i.e. metabolism, cellular

processes, environmental processing). Data produced by

the PICRUSt pipeline were statistically evaluated with

the STAMP bioinformatics package (Parks & Beiko,

2010).
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Statistics

One-way ANOVA, followed by post hoc Tukey0s HSD test,

was used to determine significant differences in biogeo-

chemical parameters between the peatland types. Simi-

larly, differences in the microbial community (relative

sequence abundance of bacterial and archaeal phyla)

between the three peatland types were investigated by

one-way ANOVA followed by Tukey0s HSD test. Differences

were considered significant at P values < 0.05. Pearson0s

correlation coefficient (r) was used to assess relations

between the relative sequence abundance of bacterial

phyla or archaeal classes and environmental variables

(STATISTICA 9, Stat Soft).

Principal component analysis (PCA) was used to char-

acterize microbial community variation according to

peatland type and selected environmental variables

(Canoco 4.5). Data were standardized by species and

log-transformed. To test the relationships between com-

munity structure and environmental variables, Pearson0s

correlation coefficients (r) were determined between the

first principal component (PCA1) scores of relative abun-

dance and the environmental data.

Differences in environmental variables and relative

sequence abundance of bacterial and archaeal phyla

between the two SSF sites were tested using Student’s

t-test. As no significant differences were found between

the samples from the two SSF sites, all six samples from

these two sites were considered independent replicates

unaffected by SSF locality.

Data deposition

The SSU rRNA gene sequence data were deposited in the

Qiime sequence database http://microbio.me/qiime/ pro-

ject ID 2439.

Results

Biogeochemical characteristics of different

peatland types

The major biogeochemical and environmental characteris-

tics of the three investigated peatland types are listed in

Table 1, where significant differences between the peat-

land types are indicated by different letters in rows. The

BOG and FEN sites largely showed contrasting biochemi-

cal conditions, whereas for SSF most of the variables lay

between the values for BOG and FEN (Table 1). In some

cases, SSF was more similar to BOG (e.g. pH, PTOT, Nmic,

CO2 production potential) and in others to FEN (e.g. C,

N, bulk density). BOG peat was the most acidic

(pH = 4.08), had the highest bulk density and contained

the highest amount of C and N. By contrast, FEN peat

had the highest pH and was the richest in PTOT, POX and

other nutrient variables, such as TON and TIN. Also,

microbial biomass (Cmic and Nmic) was significantly

higher in FEN peat than in BOG and SSF peat (Table 1).

Significant differences were found for CO2 and CH4

production potentials, which reflect potential microbial

activity and peat decomposability. Both of these charac-

teristics were significantly higher in FEN than in BOG

and SSF (Table 1). The aerobic CO2 production rate was

three times as high in FEN as in BOG and SSF, while

anaerobic CH4 production rate was more than twice as

high in FEN as in SSF and 40 times higher than in BOG.

The matrix of correlations (not shown) between envi-

ronmental variables and bacterial and archaeal relative

abundance of OTUs indicated that pH, total C and N

contents and potential CO2 and CH4 production were the

most important environmental factors affecting microbial

diversity. There were significant (P < 0.05) positive corre-

lations with pH for most of the bacterial phyla except Ac-

idobacteria, which had a negative correlation with pH

(r = �0.81; P < 0.05). A significant negative correlation

with total C content was found for Alphaproteobacteria,

Betaproteobacteria, Gammaproteobacteria, Actinobacteria,

Elusimicrobia, Bacteroidetes, Verrucomicrobia, Chlorobi and

Chloroflexi (P < 0.05). By contrast, a significant positive

correlation with total C content was found for Acidobac-

teria (P < 0.05). Similar links were observed with total N

content, but most of these correlations were not signifi-

cant at the 5% level.

Bacterial and archaeal diversity and richness

Before calculating alpha diversity indices, we checked the

sequencing effort by calculating Good’s coverage. In gen-

eral, the coverage (in per cent) was very high for all sam-

ples and just slightly decreased in the order 98.5 � 0.2

for BOG, 97.9 � 0.2 for SSF and 96.2 � 0.4 for FEN.

Species richness as indicated by the Chao 1 index was sig-

nificantly the lowest in BOG and the highest in FEN

(Table 2). Also, both Shannon and Faith0s diversity indi-

ces differed significantly. Both indices indicated signifi-

cantly higher microbial diversity in the FEN site and the

lowest in the BOG site, with SSF being in between. The

numbers of OTUs which are unique or shared between

peatland types are shown in Fig. 1. Only those OTUs

whose absolute abundance after normalization was higher

than 1 were included in the analyses. FEN had the highest

amount of unique OTUs (582), representing 43% of all

FEN OTUs (Fig. 1). By contrast, BOG had the highest

proportion of shared OTUs, with the other two peatland

types sharing 67% of all BOG OTUs (Fig. 1). When the

relative abundance of each OTU is taken into account,
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the 484 OTUs shared between all three types represent

96%, 90% and 72% of total OTU abundance for BOG,

SSF and FEN, respectively, while the OTUs unique for

BOG, SSF and FEN represent 1%, 3% and 13%, respec-

tively. The SSF shared 24% of their OTUs exclusively

with FEN, but only 8% with BOG. BOG and FEN shared

the fewest number of common OTUs.

Microbial community composition

Altogether 38 bacterial and three archaeal phyla were

identified in peat soils. The most abundant phyla, which

accounted for more than 80% of all OTUs, were Acido-

bacteria, Proteobacteria, Verrucomicrobia and Bacteroidetes

(Fig. 2). Other phyla, such as Actinobacteria, Chlorobi,

Chloroflexi, Planctomycetes, Nitrospirae and Elusimicrobia,

were detected in all peatland types, but at lower abun-

dances (relative OTU abundance > 1%). In addition,

another 28 bacterial and archaeal phyla were identified,

but considered as rare (relative OTU abundance < 1%).

These rare phyla included Archaea, but not Euryarchaeota,

which represented more than 1% of all OTUs in one

sample each from BOG and SSF.

Microbial community composition and relative OTU

abundance of the major phyla were markedly different

between the BOG and FEN sites, with SSF being interme-

diate (Figs 2 and 3, Table 3), which reflected their dis-

tinct physical/chemical and biochemical characteristics

(Table 1). Our results showed marked trends for the

main bacterial phyla in BOG, SSF and FEN. All peatland

types were dominated by Acidobacteria, but their abun-

dance followed the trend BOG > SSF > FEN (80%, 70%

and 51% of total bacterial OTUs, respectively), with the

abundance in FEN being significantly lower compared

with BOG and SSF (P < 0.05; Table 3). By contrast, rela-

tive OTU abundance of Proteobacteria followed the oppo-

site trend, decreasing from FEN to BOG, with SSF in

between. Verrucomicrobia, Bacteroidetes, Actinobacteria

and Elusimicrobia were significantly more abundant in

FEN compared with BOG (Fig. 2; Table 3). The relative

OTU abundance of most bacterial phyla did not differ

significantly between BOG and SSF, but the abundance of

Verrucomicrobia and Bacteroidetes in SSF, for example,

did differ significantly from both BOG and FEN

(P > 0.05, Table 3).

The four most abundant classes of Proteobacteria

(Alpha-, Beta-, Gamma- and Deltaproteobacteria) were

used in further analyses because of their distinct lifestyles

and metabolic capabilities (Fig. 2, Table 3). The relative

OTU abundances of Alphaproteobacteria, Betaproteobacte-

ria and Gammaproteobacteria decreased significantly from

FEN to BOG. SSF was intermediate between the other

two types, with relative OTU abundances were not signif-

icantly different from FEN (Table 3). By contrast, BOG

had the highest relative OTU abundance affiliated to Del-

taproteobacteria (7.5% of all bacterial OTUs), which were

represented mostly by the order Syntrophobacterales (7.2%

Table 2. Alpha index. Microbial diversity indicated by Chao1 richness, Shannon diversity and Faith’s phylogenetic diversity (PD) in different

peatland types*

Peat type Number of samples Sequence reads Number of OTUs† Chao1 Shannon PD

BOG 4 48 319 (4490) 899 (111) 687.8A (76.2) 5.9A (0.4) 29.8A (3.4)

SSF 6 60 506 (12 692) 1320 (205) 1011.8B (129.3) 7.4B (0.3) 41.2B (4.6)

FEN 2 45 179 (17 087) 1913 (44) 1547.1C (150.7) 8.4C (0.1) 61.9C (4.4)

Average values and standard errors (in parenthesis) are shown. Different letters show significant differences between sites (Tukey0s HSD test,

P < 0.05).

*Calculation of richness and diversity estimators was based on OTU tables rarefied to the same sequencing depth of 11 000 sequences.
†OTUs were defined as < 3% nucleotide sequence difference.

Fig. 1. OTU distribution between the three types of peatlands. The

Venn diagram shows the number of OTUs unique to a single

peatland type, shared by two or all three peatland types. The diagram

was constructed for OTUs whose average abundance in each

peatland type was > 1.
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of all OTUs). Syntrophobacterales comprised half of the

OTUs affiliated to Deltaproteobacteria in FEN and SSF.

The archaeal community showed marked differences

between the peatland types, despite the fact that relative

OTU abundances of selected archaeal classes did not vary

significantly between types due to high variability within

sampling sites. Archaeal community composition differed

between FEN and the other two peatland types (Fig. 3).

The FEN archaeal community was dominated by Methan-

obacteria (48% of archaeal OTUs), which were in the

minority in SSF and BOG (< 1% of archaeal OTUs). By

contrast, BOG and SSF were dominated by Methanomi-

crobia (68% and 49% of archaeal OTUs, respectively).

The class Methanomicrobia was almost entirely composed

of the order Methanomicrobiales, representing hydrogeno-

trophic methanogens. OTUs affiliated to Methanosarcinales

were detected in all sites, but at negligible abundance

(0.2–0.9% of archaeal OTUs).

Other identified archaeal classes were Thermoplasmata,

MBGA, MCG and Thaumarchaeota (Fig. 3). The abun-

dance of nitrifying Thaumarchaeota decreased from BOG

to FEN, as was the case for Thermoplasmata. Marine Ben-

thic Group A (MBGA) represented an important part of

the archaeal community in SSF (31%) but only a minor-

ity of Archaea in BOG and FEN (Fig. 3).

Bacterial and archaeal diversity according to

peatland type and environmental variables

Principal component analysis based on the relative OTU

abundances of the most important bacterial and archaeal

phyla (rel. OTU abundance higher than 1%) and selected

Fig. 2. Bacterial community composition in

different peatland types. Selected bacterial

phyla with relative OTU abundance higher

than 1%. In the case of the phylum

Proteobacteria, phylogenetical classes (Alpha-,

Beta-, Gamma- and Deltaproteobacteria) were

used in the analyses. Columns represent

relative OTU abundances of each peatland

type error bars indicate standard deviations.

Fig. 3. Relative OTU abundance of archaeal

classes based on OTUs that were detected in

different peatland types based on the

GreenGenes database ver. 13_05.
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environmental variables clearly separated the three types

of peatlands along the first principal coordinate axis

(PCO1) (Fig. 4). PCO1 explained 60.0% of microbial

community variability. The distribution of different

microbial groups along PCO1 reflected the trophic gradi-

ent from the most nutrient-poor and acidic BOG with

high total C and N contents to the less acidic FEN. CO2

and CH4 potential productions were also positively corre-

lated with PCO1, as was pH, indicating higher peat

decomposability in FEN compared with BOG. PCO1

scores showed significant correlations (P < 0.05) with pH

(r = 0.64), C (r = �0.89), N (r = �0.46), and CH4

(r = 0.89) and CO2 production (r = 0.82). The second

axis (PCO2) explained 15.7% of total variation and sepa-

rated SSF from BOG and FEN. The relative OTU abun-

dances of bacterial phyla, such as Deltaproteobacteria,

Cyanobacteria, Euryarchaeota and Nitrospirae, were nega-

tively correlated with PCO2, while Planctomycetes was

positively correlated with PCO2.

Principal coordinate analysis (PCoA) based on UniFrac

distances showed the distinctness of microbial communi-

ties from different peatland sites (Fig. S1, Supporting

Information) as reflected in the clear separation of the

BOG and FEN communities. On the other hand, micro-

bial communities from SSF showed an ambiguous pat-

tern, with some samples being more similar to FEN and

others to BOG. The SSF were additionally separated along

the second (17% of explained variability) and third (9%

of explained variability) PCoA axes.

The PCA analyses of functional diversity showed a

pattern of sample distribution between the BOG, SSF

and FEN sites (Fig. S2) similar to that of the microbial

Table 3. Results of Tukey0s HSD test of relative OTU abundance of

particular bacterial and archaeal groups between the peatland types.

Significant differences are indicated by different letters in rows

(P < 0.05)

Bacteria BOG SSF FEN

Acidobacteria a a b

Verrucomicrobia a ab b

Alphaproteob. a b c

Betaproteob. a b b

Deltaproteob. a a a

Gammaproteob. a b b

Bacteroidetes a ab b

Actinobacteria a a b

Chloroflexi a a a

Nitrospirae a a a

Chlorobi a a a

Elusimicrobia a a b

Planctomycetes a a a

Spirochaetes a a a

Cyanobacteria a a a

Archaea

Methanomicrobia a a a

MBGA a a a

MCG a a a

Thermoplasmata a a a

Thaumarchaeota a a a

Methanobacteria a a b

Fig. 4. Principal component analysis (PCA) of

relative OTU abundances of selected phyla and

environmental variables. In the case of the

Proteobacteria, the phylogenetic classes

(Alpha-, Beta-, Delta- and

Gammaproteobacteria) were used in the

analyses. The groups with relative OTU

abundances > 1% were selected for the

analyses. Abbreviations of environmental

variables: C – total carbon content; N – total

nitrogen content; CH4prod. – potential CH4

production measured in the laboratory;

CO2prod. – potential CO2 production under

aerobic conditions measured in the laboratory.
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community composition (Figs 4 and S1). Therefore, the

microbial species diversity reflects the functional diversity

between our sites. Focusing on the general functional

capabilities of different peatland types, we found signifi-

cant differences in potential carbohydrate and amino acid

metabolism and also in biosynthesis of secondary metab-

olites (Table S2, Supporting Information). The distribu-

tion of COG categories (clusters of orthologous groups)

revealed additional specific differences in potential cellu-

lose degradation, which was highest in BOG (Table S3b),

while potential aromatic degradation (i.e. degradation of

lignin and polyphenolic compounds) was highest in SSF

(Table S3c).

Discussion

Bacterial community composition

In general, the bacterial community was dominated by

Acidobacteria and Proteobacteria in all peatland types, fol-

lowed by Verrucomicrobia, Bactoroidetes, Actinobacteria,

Chlorobi, Chloroflexi, Nitrospira and Planctomycetes. The

overall bacterial diversity and composition were compara-

ble with those found in other peatlands (Dedysh et al.,

2006; Morales et al., 2006; Ausec et al., 2009; Pankratov

et al., 2011; Serkebaeva et al., 2013; Sun et al., 2014).

Acidobacteria are known to favour acidic environments

and are able to grow under oligotrophic conditions (Phil-

ippot et al., 2010), while Proteobacteria have been associ-

ated with higher availability of C (Fierer et al., 2007).

Therefore, the different relative abundances of Proteobac-

teria and Acidobacteria in our distinct peatland types

might reflect different environmental conditions, such as

pH and substrate availability. The relative abundance of

Acidobacteria consistently increased with decreasing pH in

our study sites, while the proportion of other bacterial

phyla increased towards the less acidic FEN (Figs 2 and

4). The same response of Acidobacteria to pH was found

by Hartman et al. (2008) in several wetland sites. More-

over, the ratio between Proteobacteria and Acidobacteria

has been suggested to indicate the nutrient status of an

ecosystem, with a low ratio indicating nutrient-poor con-

ditions and vice versa (Smit et al., 2001). The ratio

between Proteobacteria and Acidobacteria was 0.15, 0.23

and 0.46 in BOG, SSF and FEN, respectively, indicating

the most nutrient-poor conditions occurring in BOG

compared with SSF and FEN. This corresponds to the

general concept that bogs are very acidic ecosystems with

low availability of nutrients compared with fens, while

the trophic status and functioning of SSFs have been

unclear. Therefore, our study fills this knowledge gap and

SSFs can be placed between bogs and fens on the trophic

gradient.

We expected SSF to be closer to FEN than BOG due to

their similar hydrological regime and their relatively simi-

lar microbial communities. FEN offered more favourable

conditions for microbes, as indicated by the significantly

higher microbial biomass and aerobic potential CO2 pro-

duction in this system compared with BOG and SSF

(Table 1). Contrary to our expectation, SSF was more

similar to BOG in these biochemical parameters, which

was probably caused by the low quality of litter from the

predominant spruce trees and dwarf shrubs (Strakov�a

et al., 2011), as indicated by the highest C/N ratio

(Table 1). Thus, substrate quality may have prevailed over

the effect of hydrology and limited the activity of micro-

organisms in SSFs. It has been shown previously that

peatlands dominated by different plant growth forms,

such as Sphagnum/shrubs and sedges, possessed different

microbial community composition and activity (Fisk

et al., 2003).

Bacterial groups and their functions

By using the taxonomic affiliation of the SSU gene

sequences and applying the newly developed bioinformat-

ic pipeline PICRUSt (Langille et al., 2013), we were able

to evaluate the in-silico metabolic potential of the differ-

ent peatland types. Langille et al. (2013) tested the predic-

tive power of their pipeline in various ecosystems,

including soil, and compared the in silico predicted me-

tagenomes with real metagenomic data obtained from the

same locations. They found that for the abundance of

functional categories, the correlations between in silico

predicted and metagenomically measured gene content

approached 0.9 and averaged 0.8. The in silico prediction

is based on community composition and taxonomic

assignments of 16S rRNA gene sequences, which are then

scanned against the whole annotated microbial genomes.

Therefore, the in silico prediction of metabolic potential

reflects to some extent species composition; however,

there is no causality between species diversity and func-

tional diversity. The same function can be performed by

different species, and many microbial genes were obtained

by lateral gene transfer (i.e. genes for denitrification) and

therefore do not reflect the phylogenetic relationships

based on 16S rRNA gene analyses (Heylen et al., 2006).

According to recent studies, Acidobacteria, which domi-

nated the microbial community in our sites, seem to be

involved in the degradation of cellulose and aromatic

compounds (Ausec et al., 2009; Pankratov et al., 2011).

The results for metabolic potential revealed that the cellu-

lose degradation potential was highest in BOG, where Ac-

idobacteria dominated, while the aromatic degradation

potential (i.e. degradation of lignin and polyphenolic

compounds) was highest in SSFs (see Table S3b,c), which
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might be connected with a higher input of lignin-domi-

nated spruce foliage. Whereas the Acidobacteria seem to

be more or less uniform with regard to their metabolism

and ecological requirements, Proteobacteria exhibit many

different lifestyles and, therefore, the relative abundance

of the main proteobacterial classes also varied between

the peatland types. Some members of Proteobacteria are

known to utilize easily available substrates quickly, as well

as having the ability to use different compounds as elec-

tron donors. Morales et al. (2006) found the Deltaproteo-

bacteria to be the most frequent and probably the key

group in bog ecology, because of their wide spectrum of

ecological traits (e.g. sulphate reduction, iron reduction

or fermentation). In our study, the majority of the

sequences from Deltaproteobacteria were affiliated to the

order Syntrophobacterales. Syntrophic bacteria are known

as obligate anaerobic secondary fermenters with a capabil-

ity for sulphate respiration. They produce H2 as the

byproduct of their metabolism, which they can provide to

methanogens and/or acetogens by interspecies H2 transfer

(Schink & Stams, 2002).

High abundances of Proteobacteria and Actinobacteria

were found by Sun et al. (2014) in an SSF; however, in

our sites, Actinobacteria comprised only a minority of the

total microbial community. This discrepancy can be

explained by the different sampling design used by Sun

et al. (2014), who sampled only the surface layer of peat,

where Actinobacteria participate in the aerobic decompo-

sition of litter (Peltoniemi et al., 2009). Members of this

phylum can produce extracellular enzymes and have

enzymatic capabilities comparable with those of fungi.

They are known for their ability to degrade cellulose, lig-

nin and other complex biopolymers in different soil hab-

itats (Mccarthy, 1987; le Roes-Hill et al., 2011), which

enable them to survive in environments with low C

availability (Fierer et al., 2003). Recently, it was found

that they can dominate the bacterial community in cer-

tain arctic habitats where fungi are in the minority (Git-

tel et al., 2014). The lower relative abundance of

Proteobacteria in our study sites compared with previous

studies (Ausec et al., 2009; Serkebaeva et al., 2013; Sun

et al., 2014) can be explained by the different approach

in sequence abundance recalculation per different OTU.

Our OTU abundances were based on the newly devel-

oped bioinformatics pipeline PICRUSt (Langille et al.,

2013), which recalculates the average number of SSU

gene copies per genome, which can vary from 1 to 15

copies. This normalization helped us avoid overestima-

tion of some groups of microorganisms. For example,

without normalization the estimate of the relative abun-

dance of Proteobacteria can be up to twice as high.

The previous studies did not use this normalization

technique.

Archaea and microorganisms involved in

methane cycling

The archaeal community was mostly dominated by meth-

anogenic Archaea, but members of nonmethanogenic Eur-

yarchaeota and Crenarchaeota were also detected in all

our study sites. Little attention has been paid to non-

methanogenic Archaea in wetlands and their roles in C

cycling, or metabolic pathways are still unclear. The phy-

lum Crenarchaeota is a metabolically very diverse group

mostly isolated from anoxic habitats, for example, acidic

fen peat (Hamberger et al., 2008; Tian et al., 2012). In

our study, two classes of Crenarchaeota (MBGA, MCG)

were detected in all peatland types, and in SSF, they com-

prised almost half of all archaeal OTUs. The recently

reclassified phylum Thaumarchaeota, composed of species

with nitrifying capabilities (Herrmann et al., 2012), com-

prised the highest proportion in the BOG.

Diversity of methanogenic community has been

described to increase along the ecohydrological gradient

from bogs towards fens, with CH4 production following

the same trend, production in fens being much greater

than in bogs (Galand et al., 2005; Juottonen et al., 2005).

In our study sites, potential CH4 production also

increased significantly from BOG to FEN with SSF in

between. However, the sum of all OTUs assigned to

methanogens did not vary much between the peatland

types and did not correlate with CH4 production. These

results indicated that higher potential CH4 production,

and thus, methanogenic activity is probably driven by

more suitable conditions for methanogenesis (higher sub-

strate availability, higher pH) in FEN compared with

BOG and SSFs rather than by different methanogenic

community composition.

Surprisingly, the taxonomic assignment of the recov-

ered sequences suggested that only the hydrogenotrophic

methanogens occurred in all of the studied peatland

types, despite their distinct vegetation composition,

diverse methanogenic community and CH4 production.

The Methanomicrobiales were the dominant group of

methanogens in BOG and SSFs, whereas Methanobacteri-

ales constituted the dominant part of the methanogenic

community in FEN. Both of these methanogenic groups

are hydrogenotrophic methanogens reducing CO2 and

oxidizing H2 to form CH4. In general, hydrogenotrophic

methanogenesis is favoured in acidic peatlands such as

bogs and poor fens (Horn et al., 2003; Galand et al.,

2005). Many studies detected hydrogenotrophic Methano-

bacteriales and Methanomicrobiales together with aceto-

clastic Methanosarcinales in bog and fen sites, where

acetoclastic methanogens represented an important part

of the methanogenic community and their relative abun-

dance increased from < 10% in bogs to 40% or more in
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fens (Galand et al., 2005; Juottonen et al., 2005; Cadillo-

Quiroz et al., 2006; Metje & Frenzel, 2007). Moreover,

acetoclastic methanogens are assumed to prevail especially

in fens with sedges (Galand et al., 2005; Juottonen et al.,

2005; Godin et al., 2012), because sedges are considered

to favour acetoclastic methanogenesis in the root layer

due to their provision of acetate (Strom et al., 2003).

Nevertheless, we detected only a negligible number of

sequences affiliated to Methanosarcinales capable of ace-

tate splitting in the FEN site despite its high potential

CH4 production and presence of Carex spp. The absence

of Methanosarcinales, which require relatively high sub-

strate concentrations (Liesack et al., 2000), might be

related to the activities of the bacterial community which

provide or consume substrates for methanogens (Horn

et al., 2003; Kotsyurbenko, 2005; Hamberger et al., 2008).

Acetate can be consumed by the secondary syntrophic

fermenters, which on the other hand create H2 for hydro-

genotrophic methanogens. Furthermore, acetoclastic

methanogenesis appears to be severely inhibited in acidic

conditions not only by the low pH or temperature (i.e. in

arctic regions), but also by phenolics and other aromatic

substances derived from Sphagnum mosses (Horn et al.,

2003; Kotsyurbenko et al., 2007; Rooney-Varga et al.,

2007; Ye et al., 2012). Our observations are in agreement

with results obtained from Alaskan peatlands and a Ger-

man bog (Horn et al., 2003; Rooney-Varga et al., 2007)

where those authors also did not find acetoclastic metha-

nogenesis. By contrast, Lin et al. (2012) and Ko-

tsyurbenko et al. (2004) found the acetoclastic pathway

to be dominant in Siberian and North American bogs.

Apparently, specific environmental and nutritional condi-

tions may favour different functional group of methano-

gens (hydrogenotrophic vs. acetoclastic) in peatlands of

the same type in different geographical locations.

Methanogens provide a perfect niche for methane-oxi-

dizing bacteria in peatlands, which represent an important

functional group due to their ability to consume CH4 and

thus decrease net CH4 emissions into the atmosphere. In

our study sites, both type I and II methanotrophs were

detected. Type II (Methylocystaceae of Alphaproteobacteria)

were the dominant methanotrophs and accounted for

1.4%, 1.6% and 2.0% of the total bacterial community in

SSF, BOG and FEN, respectively. By contrast, type I Meth-

ylococcaceae (Gammaproteobacteria) were less abundant in

all peatland types and accounted for a maximum of 0.2%

of the total community in FEN. These trends in methano-

troph abundance are comparable with other results (Lin

et al., 2012; Serkebaeva et al., 2013). The higher relative

abundance of type II methanotrophs can be explained by

their tolerance to low O2 concentrations and ability to fix

N2 (Amaral & Knowles, 1995), which allow them to thrive

in a peatland environment with a high water table and

limited N sources (e.g. high C/N ratio). Type II methano-

trophs are also known for their lower affinity to CH4;

therefore, they dominate in environments with higher

CH4 concentrations (Bender & Conrad, 1995). Methylacid-

iphilaceae (phylum Verrucomicrobia) are the third group

of microorganisms capable of methanotrophy and have

been described from acidic geothermal habitats (Op den

Camp et al., 2009). We detected sequences affiliated to the

Methylacidiphilaceae in all three peatland types with an

average relative abundance of 0.3% of all OTUs. To the

best of our knowledge, this is the first time that Methyl-

acidiphilaceae have been detected in peatland ecosystems.

Our study demonstrated that the SSF microbial com-

munity is positioned between bogs and fens. This corre-

sponds well with the position of SSF on the trophic

gradient, which reflects distinct responses of microbial

communities to environmental variables. From these vari-

ables, pH and peat decomposability (represented by CO2

and CH4 potential production) appeared to be the most

important drivers structuring the microbial community.

Also, in silico predicted metabolic potential shows that

the microbial community of SSF sites oscillates between

BOG and FEN, with some SSF sites being more similar to

BOG and others to FEN.

This ambiguous position of SSF was confirmed by the

production potentials of CO2 and CH4. While the com-

positions of the archaeal communities were relatively sim-

ilar in SSF and BOG compared with FEN, their CH4

production potentials differed significantly. By contrast,

the production of CO2 as indicator of C mineralization

did not mirror the bacterial community structure of SSF,

which was positioned between BOG and FEN. We explain

this discrepancy with the concurrent effects of low pH

and low litter quality, which both limit the functioning of

distinct bacterial communities in SSF and BOG in a simi-

lar way.

The unique SSF ecosystems are intermediate between

bogs and fens, and even small changes in their environ-

mental conditions could probably influence their func-

tioning. Future studies should address the spatial

heterogeneity of SSFs with special focus on the effect of

understorey vegetation and specific vegetation dominants

that might influence local C fluxes in these ecosystems.
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One sentence summary: The altered biochemical profiles of peat soils under different plant functional types, such as blueberry and cotton-grass, had a
measurable and distinct impact on the soil prokaryotic and fungal communities.

Editor: Hannu Fritze

ABSTRACT

Peatland vegetation is composed mostly of mosses, graminoids and ericoid shrubs, and these have a distinct impact on
peat biogeochemistry. We studied variation in soil microbial communities related to natural peatland microhabitats
dominated by Sphagnum, cotton-grass and blueberry. We hypothesized that such microhabitats will be occupied by
structurally and functionally different microbial communities, which will vary further during the vegetation season due to
changes in temperature and photosynthetic activity of plant dominants. This was addressed using amplicon-based
sequencing of prokaryotic and fungal rDNA and qPCR with respect to methane-cycling communities. Fungal communities
were highly microhabitat-specific, while prokaryotic communities were additionally directed by soil pH and total N content.
Seasonal alternations in microbial community composition were less important; however, they influenced the abundance
of methane-cycling communities. Cotton-grass and blueberry bacterial communities contained relatively more
α-Proteobacteria but less Chloroflexi, Fibrobacteres, Firmicutes, NC10, OD1 and Spirochaetes than in Sphagnum. Methanogens,
syntrophic and anaerobic bacteria (i.e. Clostridiales, Bacteroidales, Opitutae, Chloroflexi and Syntrophorhabdaceae) were
suppressed in blueberry indicating greater aeration that enhanced abundance of fungi (mainly Archaeorhizomycetes) and
resulted in the highest fungi-to-bacteria ratio. Thus, microhabitats dominated by different vascular plants are inhabited by
unique microbial communities, contributing greatly to spatial functional diversity within peatlands.

Keywords: Sphagnum; vascular plant; peatland; prokaryotes; fungi; soil microbial community

INTRODUCTION

Northern peatlands are highly valuable and fragile ecosystems
as they store significant amount of water and C and serve as
hot spots for biodiversity (Carroll et al. 2015). In temperate zones

(e.g. Central Europe, including the Czech Republic), they repre-
sent the last islands of North-Western wetland types remain-
ing from the last ice age (Spitzer and Bufková 2012) and, as
such, are protected under the Ramsar Convention as ‘Wet-
lands of International Importance’ (Subject of a Ramsar Advisory
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Mission since 2001). Three main peatland types may be generally
defined based on water and nutrient supply: fens fed by springs
and mineral and nutrient rich surface waters, bogs fed by atmo-
spheric precipitation poor in nutrients and transitional mires
fed by both. Consequently, the vegetation composition differs
between fens, which are dominated by vascular plants, mostly
graminoid species and Sphagnum-dominated bogs (Rydin and
Jeglum 2006). Hydrological, soil and vegetational differences are
further reflected in the differing composition of soil microbial
communities between particular peatland types (Lin et al. 2012;
Urbanová and Bárta 2014). In the latter study, acidotolerant olig-
otrophic bacteria and archaea (e.g. Acidobacteria, Deltaproteobac-
teria and Methanomicrobia) dominated in bog microbial commu-
nities, whereas fens were characterized by an increased rela-
tive abundance of Gammaproteobacteria, Verrucomicrobia and Acti-
nobacteria.

Besides the differences between peatland types, a signifi-
cant internal heterogeneity exists within each particular peat-
land system, where water table level and plant communities
shape the surface into three main microform types (microhabi-
tats): elevated and relatively dry hummocks, intermediate lawns
and wet depressed hollows. These microhabitats are commonly
dominated by different plant species belonging to different func-
tional groups, with Sphagnum mosses in hollows, graminoids
on lawns and ericoids on hummocks. Generally speaking, each
plant species provides a specific niche due to the differing com-
position of living plant biomass, litter and compounds released
to the surroundings (exudates), and this has an effect on the
composition and/or activity of peatland soil microbial commu-
nities. Species within particular functional groups have similar
demands as regards environmental conditions, and thus may
have similar effects on their habitats through their comparable
lifestyles.

Sphagnum peat is naturally resistant to microbial decay due to
its organo-chemical composition, whereby phenolics and uronic
acids lead to acidification, suppression of vascular plants and,
together with Sphagnum secondary metabolites (Mellegård et al.
2009), inhibit microbial litter decomposition (Verhoeven and
Toth 1995; Verhoeven and Liefveld 1997). Thus, dominance of
Sphagnum mosses is essential for C sequestration in peatlands.
Ericoid shrubs occupy aerated microhabitats (hummocks) and
attract ericoid mycorrhiza, thereby significantly enhancing the
fungi-to-bacteria ratio (F/B) of the soil microbial community
(Bragazza et al. 2015) and facilitating microbial peat degradation
and mobilization of P and N from complex soil organic mat-
ter (SOM) (Cairney and Meharg 2003). Presence of graminoids is
generally connected with input of relatively nutrient-rich litter
(Moore, Bubier and Bledzki 2007; Kaštovská et al. 2018; Mastný
et al. 2018), significant root exudation flux into the peat (Jassey
et al. 2013; Robroek et al. 2016; Edwards et al. 2018) and deliv-
ery of O2 to the rhizosphere via root transport (Saarinen 1996).
Graminoids shift the composition of the associated microbial
community (Jassey et al. 2013; Robroek et al. 2015) via large exu-
dation fluxes, including methanogenic substrates, and enhance
the contribution of methanogens (Schutz, Schröder and Ren-
nenberg 1991; Greenup et al. 2000). Similarly, as with ericoids,
presence of graminoids is expected to enhance peat decompo-
sition. However, there is large interspecies variability in water
and nutritional demands (Bragazza 2006) and exudate compo-
sition among graminoids and, consequently, in their potential
impact on the habitat. While true sedges (f.e. Carex sp.) tend
to occupy nutrient-rich lawns and are associated with faster
mineralization of organic matter, Cyperaceae (Eriophorum sp.)
usually occupy acidic, nutrient poorer peatlands. Cotton-grass

(Eriophorum vaginatum L.), for example, efficiently takes up N in
various forms from nearby soils and thereby stabilizes niche
differences (Chapin, Moilanen and Kielland 1993; Jonasson and
Shaver 1999).

It is well documented that microhabitats dominated by
species of different functional types (as exist within peatlands)
differ in soil microbial biomass (Bragazza et al. 2015; Kaštovská
et al. 2018) and activity, such as CO2 and CH4 production and
consumption (Bubier et al. 1993; Fisk, Ruether and Yavitt 2003;
Kettunen 2003; Dorodnikov et al. 2013; Krohn et al. 2017) and
extracellular enzyme activity (Parvin et al. 2018). In compari-
son with information on processes, there is a distinct lack of
data on microbial community composition in such microhabi-
tats. To date, only methane-cycling communities, methanogens
and methanotrophs have received significant attention (Galand,
Fritze and Yrjala 2003; Kotiaho et al. 2010; Kip et al. 2011; Juot-
tonen et al. 2015; McEwing, Fisher and Zona 2015; Robroek et al.
2015), while other microbial groups, such as Actinobacteria or
fungi (Peltoniemi, Fritze and Laiho 2009; Kotiaho et al. 2013),
or complex microbial communities (Sundh, Nilsson and Borga
1997; Juottonen et al. 2005; Sun et al. 2014) have received far
less. As vascular plants, which are commonly associated with
enhanced soil microbial biomass and activity (Robroek et al.
2015), are now spreading over peatlands due to ongoing climate
change (Jassey et al. 2013; Buttler et al. 2015), it is important to
link the occurrence of different types of vascular plants with
their associated microorganisms. An understanding of how veg-
etation impacts peatland microbial communities, which drive
C and nutrient cycles and control greenhouse gas emissions,
is critical for predicting C sequestration potential of peatlands
under vegetation alteration.

We recently studied the detailed functioning of widespread
but overlooked types of peatland, referred to in the literature as
spruce swamp forests (Laaksonen et al. 2008; Maanavilja et al.
2014). In Central Europe and parts of Western Europe, these peat-
lands are located in mountainous areas comprising nutrient-
poor, high-grade metamorphic rocks of the Moldanubicum zone.
These are characterized by a relatively species-poor understory
with a patchy distribution reflecting microsite topography. The
wettest hollows are only occupied by Sphagnum mosses (mainly
S. fallax), the lawns are covered by cotton-grass, a species with a
highly developed tolerance to low resources (Chapin, Moilanen
and Kielland 1993; Jonasson and Shaver 1999), while ericoids (i.e.
blueberry (Vaccinium myrtillus L.) are codominant on drier hum-
mocks. We showed that microhabitats within peatlands (i.e. hol-
lows, lawns and hummocks) differ in peat chemical (compound
and elemental) composition, reflecting biomass composition of
the dominant species and differences in their nutrient acquisi-
tion efficiencies (Kaštovská et al. 2018). Their litter decomposed
at significantly different rates (slowest for Sphagnum and roots of
cotton-grass and fastest for cotton-grass shoots (Kaštovská et al.
2018)), and leached dissolved organic matter of differing quality,
the composition and degradability of which mirrored that of the
plant litter (Mastný et al. 2018). Plant dominants also differed in
composition and flux of exudates released from roots and from
the steles of Sphagnum, with exudation showing further signif-
icant difference during the vegetation season (Edwards et al.
2018). All these characteristics contributed to the formation of
unique environments within the peatland, which may be occu-
pied by very different microbial communities possessing differ-
ent functions. In this study, which was conducted in the same
study sites (three peatlands in South Bohemia, Czech Repub-
lic), we aimed to characterize the size, composition and speci-
ficity of soil prokaryotic and fungal communities associated with
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three distinct peatland microhabitats dominated by Sphagnum,
cotton-grass and blueberry, with emphasis on the diversity and
abundance of methanogens and methanotrophs. We hypothe-
sized that:

i) natural, long-term presence of vascular plants would
increase the proportion of aerobic microbes, root-associated
copiotrophs and, especially, methanotrophs in such micro-
habitats compared with Sphagnum-dominated hollows, due
to root exudation of easily decomposable compounds
(Edwards et al. 2018), the predominantly aerobic condi-
tions in blueberry-dominated hummocks, and active oxy-
gen transport to the rhizosphere by cotton-grass (Saarinen
1996).

ii) methanogen community size would be higher in the pres-
ence of cotton-grass than with blueberry due to a greater
delivery of methanogenic substrates, while the total fungal
community would be greater in the latter habitat due to a
lower water table and attraction to blueberry roots.

iii) microhabitat-specific community composition would be
maintained across all three peatland sites due to strong
determination by natural differences in plant characteris-
tics, while potential differences in microbial composition
caused by different physico-chemical (average water level
and nutritional) characteristics between sites and seasons
(described before by Kaštovská et al. 2018) would be smaller.

MATERIALS AND METHODS

Sampling sites and peat sampling

Soil samples were collected in May, July and September 2013
at three study sites (Filipova, Kvilda, Tetřevská) in the Šumava
Mountains, south-west Czech Republic (49◦1′10′′N, 13◦34′47′′E).
All sites are situated on an upland plateau at an altitude of ∼1100
m a. s. l. The area is characterized by a cold and humid cli-
mate with mean temperature ∼4◦C and mean annual precipita-
tion of 1100 mm (years 1961–1990, statistics by the Czech Hydro-
Meteorological Institute).

At each site, three microhabitats were selected dominated by
either Sphagnum mosses (mainly Sphagnum fallax, SP), blueberry
(Vaccinium myrtillus, L., VM, coverage 45–75%) or cotton-grass
(Eriophorum vaccinatum, L., EV, with coverage of 25–50%). These
habitats differed in their mean water table level (expressed as
cm below the surface, mean ± sd of continual measurement in
2014), with the highest in SP (−5.6 ± 3.3 cm), followed by EV
(−10.7 ± 4.3 cm) and the lowest in VM (−17.6 ± 4.0 cm). Based
on our previous study, we knew that the selected habitats dif-
fered significantly in peat biochemistry, with SP forming the N-
richest environment, EV depleting nutrients from the peat and
VM stimulating decomposition processes and enhanced P avail-
ability (Kaštovská et al. 2018). In this study, selected soil and pore
water chemical parameters were used to explain variability in
microbial community composition (Table 1).

At each study site, four peat cores per microhabitat type were
sampled (6.5 × 5.5 cm inner dimension) to a depth of 30 cm
at randomly selected subsites (4 samples x 3 microhabitats x 3
sites). Due to the water table levels listed above, VM samples
were half anaerobic, while SP samples were almost fully anaer-
obic. The soil cores were cooled throughout the field campaign
and in the laboratory, where they were processed as follows.
Each core was vertically dissected into equal halves and roots
and other woody material were removed. The soil for molecular
analysis was sampled by an ethanol-sterilized spoon along the

whole depth profile (minimum 10 g of fresh peat), homogenized
by hand and immediately freeze-dried. The rest of the core was
homogenized by hand and used for chemical and biochemical
analysis.

DNA extraction

Total environmental DNA was extracted from 0.2 to 0.4 g of
freeze-dried soils using the Griffiths method (Griffiths et al. 2000).
The quality and quantity of DNA was checked by gel elec-
trophoresis and PicoGreen R© assay (Invitrogen, Waltham, MA).
DNA extracts were checked for inhibition by dilution assay.

Illumina MiSeq sequencing of the 16S rRNA gene

Aliquots of DNA extracts were sent to the Argonne National Lab-
oratory (Illinois, USA) for preparation of a library. Polymerase
chain reaction (PCR) contained 13 μL PCR-grade water, 10 μL 5
PRIME HotMasterMix, 0.5 μL each of the forward 515F (Parada,
Needham and Fuhrman 2016) forward (5′-GTGYCAGCMGCCGCG
GTAA-3′) and reverse 806R (Apprill et al. 2015) (5′-GGACTACNV
GGGTWTCTAAT-3′) primers (0.2 μM final concentration), and 1
μL of genomic DNA. Reactions were held at 94◦C for 3 min to
denature the DNA, with amplification proceeding for 35 cycles at
94◦C for 45 s, 50◦C for 60 s and 72◦C for 90 s; a final extension of
10 min at 72◦C was added to ensure complete amplification. The
reverse primer contained a 12-base error-correcting Golay bar-
code to facilitate multiplexing. Cleaned amplicons were quanti-
fied using PicoGreen dsDNA reagent in 10 mM Tris buffer (pH 8.0,
Invitrogen, Waltham, MA). A composite sample for sequencing
was created by combining equimolar ratios of amplicons from
the individual samples and cleaned using the Ultra Clean R© htp
96-well PCR clean-up kit (MO BIO Laboratories, Carlsbad, CA).
Sample purity and concentration were estimated by spectropho-
tometry. Amplicons were sequenced on the Illumina MiSeq
platform. Forward and reverse bacterial 16S rDNA reads were
joined using ea-utils to obtain reads of ∼250 bp length (Capo-
raso et al. 2010). Quality filtering of the reads was applied as pre-
viously described (Caporaso et al. 2011). After quality filtering,
the sequences were trimmed to 250 bp. We obtained 2.5 million
bacterial sequences after joining and quality trimming. Both 16S
and ITS1 amplicons were trimmed to equal lengths in order to
avoid false positive operational taxonomic unit (OTU) clusters
(Edgar 2013). Bacterial reads were clustered (>97% similarity)
to OTUs using an open-reference OTU picking protocol includ-
ing chimera removal (QIIME 1.9.1, (Caporaso et al. 2010)), first
with uclust (Edgar 2013) being applied to compare the sequences
against the Silva 119 database (Quast et al. 2013). Taxonomy
was assigned to each read by accepting the Silva119 taxonomy
string of the best matching Silva119 sequence. The number of
sequences was rarefied to 4000 seqs per sample.

Pyrosequencing of the fungal ITS region

The barcoded PCR primers ITS1F/ITS2R (Gardes and Bruns
1993), which target the ITS region, were used to construct
the fungal libraries. Fusion primers were designed according
to the guidelines of Roche (www.my454.com). The PCR reac-
tion contained 1 × Fast Start High Fidelity PCR System (Roche,
Penzberg, Germany), 1 mM BSA, 25 ng of template DNA and
5 pmol of each primer. The PCR reaction conditions were as
follows: 94◦C for 5 min; 20 and 26 cycles (for the first round
of PCR without barcodes, for the second round with barcodes,
respectively) of denaturation at 94◦C for 45s, annealing at 55◦C
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Table 1. Peat chemistry in studied microhabitats. Average levels of water table (cm), soil pH, concentrations of C and N (%), dissolved organic
C (DOC; mg l–1) and concentrations of mineral N forms (N-NH4, N-NO3; mg l–1) of the peat formed in microhabitats covered only by Sphagnum
or affected by the presence of cotton-grass or blueberry (sampled from four independent soil pits per site) in three sampling sites (Tetřevská,
Filipova, Kvilda). Peat cores were sampled in May, June and September 2013 (mean, standard deviation of mean SEM, n = 36). Results of gen-
eralized linear model (GLM) on the effect of microhabitats are shown with site and time as covariates. Lower case letters show differences
among peat characteristics formed in the presence of different plant dominants (P < 0.05). Abbreviations: EV—cotton-grass, SP—Sphagnum,
VM—blueberry.

EV SP VM Microhabitat Site Time

Water table − 10.7b ± 4.3 − 5.6a ± 3.3 − 17.6c ± 4.0 ∗∗∗ ∗

pH 4.01a ± 0.03 4.31a ± 0.04 3.94b ± 0.02 ∗∗∗ ∗∗∗ ∗∗

Ctot 45.1a ± 0.2 43.8a ± 0.9 46.8a ± 0.3 n.s. ∗∗∗ n.s.
Ntot 1.12a ± 0.05 1.63b ± 0.05 1.59b ± 0.03 ∗∗∗ ∗∗ n.s.
DOC 72.9a ± 5.2 66.5a ± 5.5 92.3b ± 6.8 ∗∗ ∗∗ ∗∗∗

NH4 0.15a ± 0.01 0.59c ± 0.06 0.26b ± 0.03 ∗∗∗ ∗∗∗ ∗∗∗

NO3 0.10a ± 0.01 0.09a ± 0.01 0.17b ± 0.03 ∗∗ n.s. ∗

n.s. nonsignificant.
∗P < 0.05.
∗∗P < 0.01.
∗∗∗P < 0.001.

for 45s and extension at 72◦C for 60s, followed by a final elon-
gation at 72◦C for 10 min. All samples were amplified in trip-
licates, pooled, and purified by the QIAquick PCR Purification
kit (Qiagen, Hilden, Germany). The quality of the amplicons was
checked by agarose (2%) gel electrophoresis and quantified using
a Quant-iT dsDNA BR assay kit (Invitrogen, CA, USA). Amplicons
were pooled equimolar to create two forward-oriented libraries.
Subsequently, two single-stranded libraries were purified with
Agencourt AMPure beads (Agencourt Bioscience Corporation,
Beverly, MA, USA; Beckman Coulter) and their quality was eval-
uated using DNA 1000 LabChip software with a Bioanalyzer 2100
(Agilent Technologies, Waldbronn, Germany). Sequencing of the
ITS region was performed on a 454 Genome Sequencer Junior
system (Roche), following the manufacturer’s protocol for ampli-
con sequencing. An initial signal processing and quality filtering
of the pyrosequencing reads sequences was performed using the
automatic amplicon pipeline of the GS Run Processor (Roche) to
remove failed and low-quality reads from the raw data. Before
picking the OTUs, the fungal ITS1 region was extracted from
reads using the ITSx algorithm (Bengtsson-Palme et al. 2013).
Fungal reads were clustered to OTUs using an open-reference
OTU picking protocol (sequence similarity 98.5%) using uclust,
which includes chimera removal (Edgar 2013), in conjunction
with the UNITE ver. 5.3.2015 database (Koljalg et al. 2013). The
Blast algorithm (e-value ≤0.001) was used for taxonomic assign-
ment. The FUNGuild algorithm (Nguyen et al. 2016) was used for
life style fungal assignments. The number of sequences was rar-
efied to 350 seqs per sample.

Diversity measures

The alpha diversity metrics, Shannon diversity, Chao1 richness
and Faith’s phylogenetic diversity (prokaryota only), were calcu-
lated after rarefying the prokaryotic and fungal samples to the
same sequencing depth of 4000 and 350 sequences, respectively.
Prior to computing the UniFrac distances, singleton OTUs (i.e.
OTUs with only one sequence) were filtered out as these are
likely to represent sequencing or PCR errors and/or chimeras
(Edgar 2013).

qPCR analyses

Real-time quantitative PCR (qPCR) was used to quantify genes
encoding bacterial 16S rRNA and fungal 18S rRNA to assess

bacterial and fungal abundances and Fungi:Bacteria (F/B) ratios
of the communities, and the α-subunit of methyl-coenzyme M
reductase (mcrA) and the α-subunit of methane monooxyge-
nase (pmoA) to quantify the abundances of methanogens and
methanotrophs, respectively. Information on selected genes,
primers and conditions is summarized in Table S1 (Supporting
Information). The qPCR amplifications were performed with a
reaction mix consisting of 10 μL FastStart Universal SYBR Green
Master (ROX) (Roche, Penzberg, Germany), the gene-specific
primers and 5 μL template DNA, brought to a total volume of
20 μL with sterile water. Amplification was performed on the
StepOnePlus Real-Time PCR system (Applied Biosystems, Foster
City, CA). Template DNA was checked for the presence of PCR
inhibitors in a serial dilution series (20x, 40x, 80x, 160x, 320x
diluted DNA samples). Standard curves were constructed using
10-fold serial dilutions of plasmids containing a partial sequence
of the 16S rRNA gene of a soil isolate (Variovorax paradoxus), the
18S rRNA gene of a soil isolate (Fusarium sp.), the Methanosarcina
mazei mcrA gene (Radl et al. 2007) and an environmental clone
sequence of the pmoA gene. Samples, standards and nontem-
plate controls were run in triplicates. The specificity of the qPCR
reactions was checked by: (i) melting curve analysis and (ii) ana-
lyzing amplicon product sizes on a 2% agarose gel.

Statistical analysis

A GLM with sampling time and site as covariates, followed by
Tukey HSD testing, was used to assess the effect of microhabi-
tat types on soil and pore water chemistry and gene abundance.
Similarly, differences between the microbial communities (rela-
tive abundance of prokaryotic and fungal taxa) associated with
the three microhabitats were analyzed using the Kruskal–Wallis
test followed by the post-hoc Dunn’s test (Dunn 1964). Data were
log- or sqrt-transformed to meet requirements for normality and
homogeneity of variance. Differences were considered signifi-
cant at P < 0.05, after Bonferroni correction. All statistical tests
were conducted in R Studio version 3.3.2, using the dunn.test,
FSA, stats and vegan packages (Dinno 2016; Oksanen et al. 2016;
Ogle 2017).

Differences in the microbial communities associated with
each microhabitat or season were tested by 3-way crossed
permutational MANOVA (PerMANOVA) followed by pairwise t-
tests. All multivariate tests were performed on sqrt trans-
formed OTU count data under a reduced model with a restricted
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Figure 1. Gene copy numbers in peat soils across microhabitats (A) and across seasons (B). Absolute abundance of bacterial 16S rRNA (Bacteria 16S), fungal 18S rRNA
(Fungi 18S), type II methanotrophic pmoA (pmoA-T2) and methanogenic mcrA genes from all three studied sites (Tetřevská, Filipova, Kvilda) are shown (means and

standard error bars are shown, n = 36). Different superscripts denote significant differences among microhabitats and seasons (results of GLM with microhabitat (A)
and time (B) as categorical predictors are shown). Note the logarithmic scale on the y-axis.

number of permutations (n = 999). Distances were calculated
after Bray–Curtis and the analysis was conducted using PRIMER
v6 (PERMANOVA+; Clarke and Gorley 2006). Distance-based
Redundancy Analysis (db-RDA; Legendre and Anderson 1999)
with iterative forward selection was further used to select
environmental parameters with the strongest predictive power
(Canoco v5; ter Braak and Šmilauer 2012).

Dissimilarities between community composition of different
microhabitats and identification of OTUs predominantly con-
tributing to these differences were identified by Similarity Per-
centage analysis (SIMPER; (Clarke 1993). The Student’s t-test (t)
was performed on the OTUs identified in order to determine sta-
tistically over- or under-represented (P < 0.05) OTUs between the
two microhabitat groups.

Data deposition

Sequence files were submitted to the European Nucleotide
Archive (ENA), project ID PRJEB20098.

RESULTS

Abundance of bacteria, fungi and methane-cycling
communities

Both the bacterial and fungal community sizes inferred from
16S rRNA and 18S rRNA gene abundances, respectively, differed
between sites (P < 0.05), though this effect was weaker than the
effects of microhabitat or time (GLM models; Table S2, Support-
ing Information). Bacterial abundance was similar across micro-
habitats (Fig. 1A), but changed significantly over time (P < 0.01),
with a peak in July (Fig. 1B). On the other hand, while fungal com-
munity size was temporally stable it was highly microhabitat-
specific (P < 0.001), being lowest in SP and highest in VM, with
EV in between (Fig. 1A). The type of microhabitat also influenced
the Fungi:Bacteria ratio (F/B), which was generally very low (from
0.08 to 0.19) and increased in the order SP ≤ EV < VM (Table S2,
Supporting Information).

Methane-cycling microorganisms were important contribu-
tors to the prokaryotic communities, with methanotrophs form-
ing on average 15–23% of the community and methanogens
<1% (inferred from gene copy numbers; Table S2, Supporting
Information). While methanotrophs were similarly abundant
in different microhabitats, the methanogenic community size
was significantly higher in EV than in VM, with SP in between
(Fig. 1A). Both methanotroph and methanogen abundances
changed significantly over time. While the size of the methan-
otrophic community was greatest in May and later decreased,
the abundance of methanogens showed the opposite trend, with
the lowest value in May and greater abundances in July and
September (Fig. 1B). Methanogen, but not methanotroph, abun-
dance differed weakly across sites (P < 0.05), being higher on
Tetřevská than on Filipova (P = 0.009).

Microbial α-diversity patterns across microhabitats

After quality filtering, a total of 2.5 and 0.15 million prokary-
otic and fungal sequences, respectively, were obtained from the
samples analyzed. Further, both datasets were rarefied to obtain
4000 or 350 sequences per sample, representing 5284 and 505
prokaryotic and fungal OTUs, respectively. Good’s coverage (Esty
1986) ranged from 72.4% to 99.3% for prokaryotes and from 92.3%
to 99.7% for fungi. The α-diversity of the prokaryotic and fun-
gal communities was generally stable across microhabitats, sea-
sons and sites, with the exception of a significant microhabitat
effect on fungal richness that decreased from VM through SP to
EV (GLM models, P < 0.05, Table 2).

Drivers of soil microbial community composition

Microhabitat was the most significant predictor of prokaryotic
and fungal community composition (P = 0.001 and P = 0.002,
respectively), followed by site (P = 0.014 and P = 0.01, respec-
tively), while the time effect was nonsignificant (tested by per-
MANOVA with microhabitat and time as fixed effects and site
as a random effect; Table 3). EV contained a significantly differ-
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Table 2. Variation of diversity indices of prokaryotic and fungal peat communities in microhabitats: EV—cotton-grass, SP—Sphagnum, VM—
blueberry (mean ± standard deviations). Data were collected from all three studied sites (Tetřevská, Filipova, Kvilda). Results of GLM on the
effect of microhabitat, time and site on diversity indices of respective microbial communities are shown. Different letters indicate significant
difference in diversity parameters between microhabitats (P < 0.05).

EV SP VM Microhabitat Time Site

Prokaryotes
Phylogenetic diversity 75.4 ± 12.9 79.5 ± 16.2 75.5 ± 12.2 n. s. n. s. n. s.
chao1 2693.8 ± 593.9 2703.7 ± 794.0 2730.1 ± 672.0 n. s. n. s. n. s.
Species (OTU) observed 997.3 ± 192.1 1033.4 ± 239.3 1035.5 ± 196.3 n. s. n. s. n. s.
Shannon diversity (H´) 7.8 ± 1.1 8.1 ± 0.9 7.9 ± 1.1 n. s. n. s. n. s.
Fungi
chao1 59.0 ± 21.5b 66.3 ± 35.8a,b 91.8 ± 31.6a ∗ n. s. n. s.
Species (OTU) observed 45.5 ± 15.3b 56.7 ± 32.6a,b 70.7 ± 22.7a ∗ n. s. n. s.
Shannon diversity (H´) 2.1 ± 1.2 2.5 ± 0.9 2.9 ± 0.5 n. s. n. s. n. s.

Table 3. Microhabitat, site and time effects on composition of soil prokaryotic and fungal communities. Results of perMANOVA based on Bray–
Curtis dissimilarities of the relative abundance of OTUs (with microhabitat and time as fixed factors and site as random factor). Significant
differences using Monte Carlo simulations are shown in bold (P(MC)). Data were collected from all three studied sites (Tetřevská, Filipova,
Kvilda).

Prokaryotes Fungi

source df Pseudo-F (F.model) P (MC) df Pseudo-F (F.model) P (MC)

Microhabitat 2 2.4519 0.001 2 2.8991 0.002
Time 2 1.3014 0.147 1 1.8631 0.092
Site 2 1.5347 0.014 2 2.3097 0.010
Microhabitat × Time 4 1.0224 0.458 2 1.1935 0.309
Microhabitat × Site 3 1.1548 0.254 4 1.6574 0.013
Time × Site 3 1.0120 0.463 2 0.9568 0.502
Microhabitat × Time × Site 5 1.0578 0.320 4 0.8064 0.812

ent prokaryotic community than the other two microhabitats
on all three sites (P < 0.05), while differences in fungal com-
munity composition between microhabitats was site-dependent
(Table S3, Supporting Information). In particular, fungal commu-
nity structures in VM differed from those in EV at Kvilda and
Tetřevská, but differed from SP at Filipova (P < 0.05 for all com-
parisons). Within sampling sites, Tetřevská differed significantly
from Filipova in the case of prokaryotic community composition
(P < 0.05) and from both the other sites in fungal community
composition (P < 0.05).

Prokaryotic community composition in different
microhabitats

Significant differences in soil prokaryotic communities between
microhabitats and sites were corroborated by db-RDA (Fig. 2A).
The explanatory variables (including abiotic factors) accounted
for 33.8% of total variability in prokaryotic community compo-
sition. In addition to the effects of microhabitat and site, there
was a significant effect of soil pH (iterative forward selection,
Pseudo-F = 4.5, Padj = 0.04), total N content (TN, Pseudo-F = 4.1,
Padj = 0.04) and concentration of nitrates (Pseudo-F = 1.9, Padj =
0.04). In particular, the prokaryotic community in SP was asso-
ciated with the highest soil pH, while that in EV was related to
the lowest TN content (Table 1).

A test of significance was performed (SIMPER, Student’s t-
test; Table S4, Supporting Information) in order to identify dif-
ferences in the relative abundance of OTUs with the largest
impact on the differences across microhabitats (with contribu-
tion >0.1%). The results showed that OTU15 and OTU35 (both

Rhodoplanes sp.) are specifically associated with VM, OTU78 (C.
Methanoregula), OTU46 (Desulfomonile sp.), and various Opitutales-
related OTUs are associated with EV, and Methylocystaceae-
OTUs, especially Methylosinus (OTU1), with both VM and EV.
On the contrary, SP had an over-representation of Clostridiales-
, Dehalococcoidales- and Myxococcales-OTUs, indicating enlarged
anaerobic microbial consortia.

In general, the prokaryotes in the peat soils across micro-
habitats were dominated by Proteobacteria and Acidobacteria, fol-
lowed by Verrucomicrobia, Firmicutes, Actinobacteria and Plancto-
mycetes (Fig. 3A). Nine phyla differed significantly in abundance
among microhabitats (Kruskal–Wallis test, P < 0.05, Table 4).
Euryarchaeota, Fibrobacteres, Firmicutes and Chloroflexi were more
abundant in SP than in the other two microhabitats. Many of
these phyla have members preferring anaerobic metabolism
(e.g. methanogens, fermenters). On the contrary, the VM and
EV microhabitats possessed significantly higher proportions of
Proteobacteria, including α-Proteobacteria, when compared to SP.
The majority of Proteobacterial sequences were assigned to the
α- and δ-classes, contributing 21.6–31.4% and 3.9–5.6% to the
total sequences in the prokaryotic community, respectively. The
relative abundances of Methylocystaceae (α-Proteobacteria), which
contribute to aerobic methanotrophy, were significantly higher
in the VM and EV microhabitats in comparison to SP (rela-
tive abundance 20.8%, 21.1% and 14.2%, respectively). Deltapro-
teobacteria were mostly represented by various syntrophs, anaer-
obes and S- respiring bacteria. The sum of the relative abun-
dance of potential syntrophic microbes (families: Syntrophaceae,
Syntrophobacteraceae, Syntrophomonadaceae, Syntrophorhabdaceae,
Dehalococcoidaceae, Desulfarculaceae, Desulfobulbaceae and Desul-
fovibrionaceae) was higher in SP and EV in comparison to VM
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Figure 2. Soil prokaryotic (A) and fungal communities (B) separated by db-RDA analysis according to three microhabitats (cotton-grass (red dots), blueberry (blue dots)
and Sphagnum (green dots)) and three studied sites (Tetřevská, Filipova, Kvilda). Gray arrows indicate soil physicochemical properties with significant explanatory
effect.

Figure 3. Changes in community composition of prokaryotes and fungi based on relative OTU abundance in peat soils across microhabitats. Data were collected from

all three studied sites (Tetřevská, Filipova, Kvilda). Prokaryotic community structure (A) was performed on phylum level, while fungal community structure (B) was
assessed on class level. Taxa with relative abundance higher than 1% at least at one sample type are shown.

(relative abundance 5.4%, 5.1% and 3.3%, respectively). Simi-
larly, the relative abundance of anaerobic bacteria potentially
involved in anaerobic degradation of organic matter and fer-
menters (sum of Clostridia, Bacteroidia, Pedospherae, Opitutae and
δ-Proteobacteria) was higher in the SP and EV microhabitats (20.1
and 19.6%, respectively) than in VM (14.8%).

Archaea sequences were dominated by methanogenic Eur-
yarchaeota. Their proportion was the lowest in VM (Table 4),
which is in congruence with the methanogen abundance
measured by qPCR (Fig. 1; Table S2, Supporting Informa-
tion). Methanogenic lineages were represented mainly by

Methanomicrobia, Methanobacteria and Thermoplasmatales. These
represented 0.8%, 0.3% and 0.1%, respectively, of the total
prokaryotic community in SP, while their relative proportions
in EV and VM were significantly lower (P < 0.05). Methanosarci-
naceae and Methanosaetaceae were also detected; however, they
were negligible in all habitats (relative abundance <0.15%).

Among the most abundant genera (overall relative abun-
dance >0.5%), nine of them significantly differed among habi-
tats (Table 4). When compared to SP, there were significantly
higher abundances of Candidatus (C.) Methanoregula and Opitu-
tus in EV and Rhodoplanes in VM. Methylosinus, belonging to the
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Table 4. The relative proportion of microbial taxa (%, mean + standard deviation), which responded significantly to the differences among
microhabitats (EV—cotton-grass, SP—sphagnum, VM—blueberry). Results of Kruskal–Wallis test (χ2 test) and respective post hoc test (Tukey
HSD test) for pairwise comparisons are shown. Data were collected from all three studied sites (Tetřevská, Filipova, Kvilda). Different letters
in rows indicate statistically significant differences in relative abundance of taxa between microhabitats (P < 0.05). Abbreviations: C. refers to
Candidatus.

taxon EV SP VM

Prokaryotes
Euryarchaeota 0.84 ± 0.57a,b 1.19 ± 2.02a 0.41 ± 0.39b

Fibrobacteres 0.1 ± 0.13a 0.21 ± 0.23b 0.07 ± 0.1a

Firmicutes 0.99 ± 0.64a 5.75 ± 12.61b 0.59 ± 0.46a

Chlamydiae 0.86 ± 0.45a 0.37 ± 0.28b 0.53 ± 0.28b

Chloroflexi 1.17 ± 1.07a 2.79 ± 3.25b 0.51 ± 0.6c

Nitrospirae 0.37 ± 0.33a 0.24 ± 0.3a,b 0.09 ± 0.1b

Proteobacteria 41.17 ± 16.29a 31.04 ± 7.01b 42.26 ± 13.65a

Spirochaetes 1.22 ± 0.88a 1.55 ± 1.13a 0.55 ± 0.48b

TM6 0.64 ± 0.27a 0.48 ± 0.27b 0.41 ± 0.17b

α-Proteobacteria 27.68 ± 10.22a 21.57 ± 7.66b 31.35 ± 7.58a

C. Koribacter 1.0a 1.8b 1.5b

C. Methanoregula 0.6a 0.2b 0.2b

Clostridium 0.2a 0.6b 0.1a

Desulfomonile 1.2a 0.4 a,b 0.2b

Gemmata 0.2a 0.1b 0.3a

Methylosinus 12.8a 8.1b 13.1a

Opitutus 3.5a 1.6b 1.3b

Rhodoplanes 2.6a 3.1a 5.4b

Thermacetogenium 0.1a,b 0.3a 0.0b

Fungi
Archaeorhizomycetes 1.4 ± 3.3a 0.5 ± 0.6b 42.7 ± 28.8a

Leotiomycetes 4.6 ± 7.9a 21.9 ± 26.2b 0.9 ± 1.2a

Saccharomycetes 0.2 ± 0.3a,b 0.4 ± 1.1a 0.0 ± 0.0b

Microbotryomycetes 0.1 ± 0.2a 2.4 ± 2.4b 0.0 ± 0.0a

Tremellomycetes 0.2 ± 0.3a 0.1 ± 0.3a,b 0.0 ± 0.0b

Methylocystaceae family, was enriched in both VM and EV (13.1%
and 12.8%, respectively) compared to SP (8.1%, P < 0.05). Similar
trends were observed for Gemmata (P < 0.05) and Burkholderia,
despite the fact that, for the latter, the differences were not sig-
nificant due to high variability within the biological replicates.
Clostridium showed the opposite trend, being the highest in SP (P
< 0.05). Bacillus, Candidatus Solibacter, Candidatus Koribacter and
Thermoacetogenium preferred the Sphagnum microhabitat; how-
ever, the differences were not significant.

Fungal community composition in different
microhabitats

In db-RDA, interactive forward selection identified microhabi-
tat (Pseudo-F = 3.8, Padj = 0.036) as the only significant variable
determining soil fungal community structure, which explained
10.3% of total variability. Site had a much lower impact (Pseudo-
F = 1.8, Padj = 0.072; Fig. 2B). Soil fungi in VM were the most
dissimilar from the others, being discriminated from SP and EV
on the first axis (11.6%). The second axis (5.6%) separated the
SP and EV fungal communities. Approximately 40 fungal OTUs
significantly contributed to the dissimilarity among microhab-
itats (SIMPER, Student’s t-test; Table S5, Supporting Informa-
tion). OTUs affiliated to gg. Archaeorhizomyces, Tylospora, Ceno-
coccum, Inocybe, Pseudeurotium, Rhodotorula, Hypochnicium and
Elaphocordyceps contributed most to the difference between
VM and SP, in which OTUs affiliated with the first four
genera were indicative for VM. Fungal OTUs affiliated to

Rozellomycota, Pseudeurotium, Sporidiobolales (g. Rhodotorula), Leo-
tiomycetes and Heliotales were over-represented in SP com-
pared to EV and VM. Differences between VM and EV were
characterized by an over-representation of Archaeorhizomyces-,
Chaetothyriales-, Cenococcum- and Inocybe-OTUs in VM.

The majority of fungal sequences belonged to Ascomycetes
and Basidiomycetes, being equally present in the EV micro-
habitat (35% and 40% of sequences in the fungal commu-
nity, respectively), while Ascomycetes dominated in the VM and
SP microhabitats (82% and 61% of sequences in the fungal
community, respectively). Most of identified OTUs belonged to
saprophytic fungi (data not shown). The relative abundances
of Archaeorhizomycetes, Microbotryomycetes, Leotiomycetes, Tremel-
lomycetes and Saccharomycetes differed significantly across micro-
habitats (Table 3). In particular, Archaeorhizomycetes was associ-
ated mainly with VM, reaching 42.7% relative abundance of all
fungal sequences. Further, Leotiomycetes, Microbotryomycetes and
Saccharomycetes showed significantly higher abundances in SP
than in the EV and/or VM microhabitats (P < 0.01, Table 3). Agari-
comycetes dominated the soil fungal community in EV (40.2%),
followed by Sordariomycetes (18.4%); however, there was no sig-
nificant difference in their relative abundances between micro-
habitats (Fig. 3B). Similarly, Pezizomycetes only achieved impor-
tant numbers in SP (4.4% of fungal sequences), though these did
not differ from their relative abundance in EV and VM. The most
homogenous community structure was detected in VM, where
the fungal community consisted of representatives from four
classes. Interestingly, VM harbored a lower amount of uniden-
tified fungal sequences than EV and SP (Fig. 3B).
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DISCUSSION

In the study, we aimed to characterize the complex soil micro-
bial communities—bacteria, archaea and fungi in relatively
nutrient-poor spruce swamp forests with a focus on their inter-
nal variability related to naturally well-defined peatland micro-
habitats. These were Sphagnum-dominated hollows with the
highest water level and lawns and hummocks with deeper water
table levels, both dominated by vascular plant species, cotton-
grass and blueberry, respectively. The plant species, S. fallax,
cotton-grass and blueberry have been found to differ signifi-
cantly in litter quality and decomposability and plant nutrient
management (Kaštovská et al. 2018), in the composition and
biodegradability of litter leachates and their contribution to dis-
solved organic matter (Mastný et al. 2018), and in exudate flux
and quality (Edwards et al. 2018). These plant characteristics sig-
nificantly contributed to differences found in peat composition
and microbial biomasses between the microhabitats (Kaštovská
et al. 2018).

In this study, we documented that the type of microhab-
itat was the best predictor and explained most of the varia-
tion in the composition of both prokaryotic and fungal com-
munities within the peatland. Site had a weaker effect on com-
munity composition, showing that both prokaryotes and fungi
responded further to the hydrological and nutritional hetero-
geneity existing between the three sampling sites. Addition-
ally, prokaryotic response to microhabitat and site was com-
plemented by their relation to gradients in soil pH and N con-
tent, factors that most strongly differentiate the plant species-
defined microhabitats and, in our case, study sites (Kaštovská
et al. 2018). This is in agreement with previous studies report-
ing a strong relationship between bacteria and archaea with pH
and N gradients in diverse soils (Rousk et al. 2010; Fierer et al.
2012; Zhalnina et al. 2015). Interestingly, temporal changes in soil
microbial community structure were least important, despite
plant exudate quantity and quality varying significantly during
the vegetation season (Edwards et al. 2018).

Microbial communities of Sphagnum-dominated
habitat

The community of Sphagnum-dominated peat had the lowest F/B
ratio among the microhabitats since prevalent anoxia due to the
high water table (−5.6 ± 3.3 cm) together with a lack of roots in
SP handicapped fungi. The prokaryotic community was rich in
Acidobacteria, Proteobacteria (α-class) and Verrucomicrobia, which
tolerate well acidic soil conditions and are typical for Sphagnum-
dominated peatlands (Ivanova et al. 2016). A high relative pro-
portion of Acidobacteria and Verrucomicrobia have even been
found in bare nonvegetated peat (Elliott et al. 2015); hence, this
might indicate that such bacteria can thrive in harsh nutrient-
poor conditions and thus prefer oligotrophic habitats. Fur-
ther, the prokaryotic community was significantly enriched by
Firmicutes, Actinobacteria, Planctomycetes, Chloroflexi, Spirochaetes,
Euryarchaeota, Bacteroidetes and Fibrobacteres. Of these, mem-
bers of Acidobacteria (Acidobacteriaceae, Holophagaceae), Firmicutes
(Clostridiaceae), Bacteroidetes, Fibrobacteres and Spirochaetes can
contribute significantly to anaerobic cellulose degradation, rep-
resenting the first step in the anaerobic food web that ends
in methane production (Schmidt et al. 2015). Other members
of the community, the syntrophs, although usually of low
abundance in peat (the highest being 5.4% of total prokary-
otic sequences in Sphagnum; (Schmidt et al. 2016)), convert
fermentation products to methanogenic substrates, mainly

hydrogen. Clostridiales, for example, have their highest relative
abundance in Sphagnum and can perform syntrophic propionate
oxidation in peatlands (Tveit et al. 2015). In accord, the majority
of methanogens detected (Methanoregulaceae and Methanobacte-
riaceae) are hydrogenotrophs, while acetoclastic methanogens
were rarely present, probably indicating high competition for
other methanogenic substrates. Preference for hydrogenotro-
phy among methanogenic Archaea is probably associated with
boreal peatlands (Galand et al. 2005), and acidic, nutrient-poor
Sphagnum-dominated peatlands, as reported previously (Horn
et al. 2003; Juottonen et al. 2005; Kotsyurbenko et al. 2007;
Putkinen et al. 2018). Hydrogen, which is probably easily avail-
able in Sphagnum-rich habitats, is a preferred substrate for the
methanogenic community as it is directly released by Sphagnum
moss (Andrus 1986). Finally, our finding support previous obser-
vations from similar peatlands in the Šumava region (Urbanová
and Bárta 2014).

Fungal community was dominated by Ascomycetes members,
including Leotiomycetes, Eurotiomycetes and Dothiodeomycetes,
which are probably adapted to nutrient limited peat soils (Ase-
maninejad, Thorn and Lindo 2017). Other present fungal groups
(e.g. Penicillium, Pseudeurotium, Agaricomycetes) can degrade sim-
ple organic compounds as well as complex polymers and could
contribute to Sphagnum tissue decay (Rice, Tsuneda and Currah
2006; Thormann 2006; Jassey et al. 2012).

Cotton-grass presence favors Rhizobiales, Opitutales
and Basidiomycetes

The cotton-grass-dominated habitat hosted specific prokaryotic
and fungal communities differing from those found in Sphag-
num. The relative proportion of Proteobacteria, including Methy-
locystaceae and Hyphomicrobiaceae, was significantly higher than
in Sphagnum, whereas the relative abundance of Firmicutes and
Actinobacteria (class) was apparently lower. The increase in rel-
ative proportion of α-Proteobacteria, Methylocystaceae and Methy-
losinus in cotton-grass compared to Sphagnum was expected
and can be explained by increased soil aeration due to active
oxygen transport via cotton-grass roots (Saarinen 1996). The
higher oxygen concentrations together with peat nutrient depri-
vation due to efficient resorption and immobilization of nutri-
ents by cotton-grass (Kaštovská et al. 2018) could reduce a
contribution of the copiotrophic Actinobacteria and Firmicutes,
including anaerobic Clostridiales. Cotton-grass exudes significant
amounts of carbohydrates and organic acids (Saarnio, Witten-
mayer and Merbach 2004), which can be quickly metabolized
to methanogenic substrates. This likely explains the increase of
Opitutaceae, which may be responsible for this conversion (Tveit
et al. 2015) and may substitute for the fermenting and syntrophic
activities of retreating Clostridiales. Opitutus, Desulfomonile, Gem-
mata and C. Methanoregula were recognized as indicative genera
for the cotton-grass microhabitats, which supports the impor-
tance of anaerobic processes interacting with methanogenesis.
In this respect, the cotton-grass microhabitats possessed the
same abundance of methanogens as Sphagnum ones, indicat-
ing that cotton-grass maintains a methanogenic potential sim-
ilar to Sphagnum moss. Cotton-grass presence did not shift the
methanogenic community toward a higher proportion of ace-
toclastic ones, which agrees with the previous finding that its
occurrence did not increase but significantly reduces the nutri-
ent content in the peat (Kaštovská et al. 2018).

Cotton-grass fungal communities differed from those of
Sphagnum mainly by an increased abundance of Basidiomycetes.
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Basidiomycota are significant drivers of decomposition by pro-
ducing extracellular enzymes involved in biopolymer degrada-
tion, including those indigenous to Sphagnum peat (Thormann
2011). Despite this, exoenzymatic activity and C mineraliza-
tion measured in the soils from cotton-grass microhabitats were
comparable to values from Sphagnum hollows and thus did not
indicate an enhanced decomposition (Kaštovská et al. 2018). Sur-
prisingly, there was the highest relative frequency of mycor-
rhiza in cotton-grass microhabitats (34.8% of the total fungal
sequences). Ectomycorrhizal fungi were represented mainly by
Tylospora, Cenococcum and Inocybe. These may likely reach the
lawns from adjacent vegetation including spruce trees.

Blueberry favors Acidobacteria, Rhizobiales and
Archeorhizomyces

Blueberry significantly affected microbial community structure
through a preference for specific members of Acidobacteria.
These were mainly representatives of Acidobacteriaceae, Korib-
acteraceae, Solibacteraceae (all subdivision 1) and Holophagaceae
(subdivision 6). Together with Proteobacteria, they play an inte-
gral role in peat soils, functioning mainly as effective aromatic
and cellulose degraders under oligotrophic and acidic conditions
(Ausec, van Elsas and Mandic-Mulec 2011; Pankratov et al. 2011).
Moreover, Solibacter could enhance P acquisition and availabil-
ity (Lin et al. 2014), the situation which has been also recognized
in the soils from blueberry microhabitats (Kaštovská et al. 2018).
Methylocystaceae (Rhizobiales, α-Proteobacteria) relative abundance
was greatly increased in blueberry microhabitats due to higher
aeration and rhizodeposition of well decomposable compounds
(Edwards et al. 2018). Blueberry, in contrast to cotton-grass, pos-
sessed only two abundant genera with higher relative abun-
dances than Sphagnum, i.e. Methylosinus and Rhodoplanes (both
α-Proteobacteria). Rhodoplanes, which contributes to nitrogen fix-
ation (Buckley et al. 2007), is a common inhabitant of peatlands
(Schmidt et al. 2016) and its relative abundance may be increased
due to a developed ectomycorrhizosphere (Uroz et al. 2012). In
line with our hypothesis, the anaerobic prokaryotes, including
fermenters, syntrophic bacteria and methanogens, were signifi-
cantly suppressed under blueberry when compared to Sphagnum
and cotton-grass. Thus, we may infer that methanogenic poten-
tial is inhibited by the combined effect of microtopography and
blueberry presence.

As hypothesized, the fungi were favored in better aerated
microhabitats with vascular plants present compared to Sphag-
num hollows, more pronouncedly in blueberry hummocks than
cotton-grass lawns. Consequently, there was a significantly
increased fungi-to-bacteria ratio in blueberry, as observed in
other peat soils under ericoids (Gavazov et al. 2016). The increase
in fungal abundance inferred from rDNA gene copy numbers
agreed with the increase in overall soil microbial biomass in
blueberry, as reported previously (Kaštovská et al. 2018). Blue-
berry significantly attracted mainly Archeorhizomyces (up to 58%
of total fungal sequences), while we only detected a very minor
contribution of ericoid mycorrhiza members (altogether ca 0.1%
of the total fungal sequences). This indicates that there could
be some methodological issues (e.g. sampling, specificity of
primers, taxonomy assignment) or that ericoid mycorrhiza did
not contribute significantly to nutrient acquisition and decom-
position processes in the soil. Root-associated Archaeorhizomyces
were described relatively recently (Rosling et al. 2011) and their
ecology and importance in the fungal community is still being
debated (Choma et al. 2016). As such, we can only speculate

as to the role Archaeorhizomycetes play in our ecosystem and
whether they actively interact with ericoid roots in gather-
ing nutrients. Blueberry possessed an increased abundance of
saprotrophic Penicillium (up to 33%) and the ectomycorrhizal
Cenococcum (ca. 12%); thus, Penicillium spp. may participate sig-
nificantly in decomposing blueberry litter by producing perox-
idase enzymes (Yang et al. 2005), which corroborates with the
increased concentration of C-acquiring exoenzymes under blue-
berry (Kaštovská et al. 2018).

Methane-cycling communities

The presence of vascular plants did not largely affect
methanogenic community structure, which was mainly
shaped by pH and overall nutrient limitation (hydrogenotrophic
and acidophilic members prevailing). However, methanogenic
abundance strongly decreased in the presence of blueberry;
thus, we may assume lower methanogenic potential owing
to the suppression of fermenters and syntrophic bacteria in
comparison to other microhabitats, probably due to the lower
water table.

Aerobic methanotrophs were dominated by type II MOB
(Methylocystaceae), regardless of the plant dominant, which is
in line with previous studies in Sphagnum-dominated peat (Kip
et al. 2012). These were accompanied by Methylacidiphilae (Ver-
rucomicrobia), which employ a mixotrophic strategy by combin-
ing methane consumption and hydrogen oxidation in oxygen
limiting environments (Carere et al. 2017). Since methanotrophs
are ubiquitous in peatlands due to a symbiotic association with
Sphagnum (Larmola et al. 2010), they are easily transferred by
water, and thus unlikely to be plant species specific (Bragina et al.
2013). Their composition and abundance are instead influenced
by the low pH (Ho et al. 2013), high C:N ratio (Lin et al. 2012)
and differences in water table level (Larmola et al. 2010) in the
soils studied. Quantitative data (pmoA type II gene copy num-
bers) did not show significant differences across microhabitats,
which may indicate that the methane consumption potential is
similar regardless of the plant dominant.

Both communities showed significant temporal changes,
which may be attributed likely to seasonal changes in tempera-
ture, water table level and the availability of methanogenic sub-
strates released by plants through root exudates (Edwards et al.
2018).

CONCLUSION

In this study, we assessed diversification of soil microbial com-
munities related to internal heterogeneity within peatland sys-
tems related to microhabitats defined by water table and dom-
inant plant species. The knowledge about links between the
occurrence of particular plant species and its specific soil micro-
bial community would help to understand the inner variability
in microbe-driven nutrient cycling and predict possible shifts
in the peatland functioning when vegetation will change. Our
data show that the altered biochemical profiles of peat under
studied plant functional types, ericoid blueberry and graminoid
cotton-grass, together with variation in topography, had a mea-
surable and distinct impact on the soil prokaryotic and fungal
communities. The fungal communities were more affected by
the specific environmental conditions of the microhabitats and
the presence of vascular plants in comparison to prokaryotes.
While cotton-grass significantly supported the presence of both
aerobic and anaerobic microorganisms, such as methanotrophs,
methanogens and syntrophs, the blueberry supported only
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methanotrophs and additionally, fungi. The differences in com-
munities are likely attributed to a combination of differences in
water table levels and oxygenation of the peat profile, species-
specific plant exudation, litter input and nutrient acquisition
strategies. Finally, our findings show that specific community
members, e.g. type II methanotrophs (α-Proteobacteria, includ-
ing Methylosinus), Gemmata, Opitutus, Rhodoplanes and Archaeorhi-
zomycetes, can be indicative of microbial community response
to the expected spread of vascular plants in peatlands due to
decrease of water level in peatlands as a result of global climate
change.

SUPPLEMENTARY DATA

Supplementary data are available at FEMSEC online.
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Chroňáková et al. 13

P- and S-cycle enzymes in peatland. Geoderma 2018;324:67–
76.

Peltoniemi K, Fritze H, Laiho R. Response of fungal and acti-
nobacterial communities to water-level drawdown in boreal
peatland sites. Soil Biol Biochem 2009;41:1902–14.

Putkinen A, Tuittila ES, Siljanen HMP et al. Recovery of
methane turnover and the associated microbial communi-
ties in restored cutover peatlands is strongly linked with
increasing Sphagnum abundance. Soil Biol Biochem 2018;116:
110–9.

Quast C, Pruesse E, Yilmaz P et al. The SILVA ribosomal RNA gene
database project: improved data processing and web-based
tools. Nucleic Acids Res 2013;41:D590–D6.
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Distinct microbial communities associated with
buried soils in the Siberian tundra

Antje Gittel1,2, Jiřı́ Bárta3, Iva Kohoutová3, Robert Mikutta4, Sarah Owens5,6, Jack Gilbert5,7,
Jörg Schnecker2,8, Birgit Wild2,8, Bjarte Hannisdal9, Joeran Maerz10, Nikolay Lashchinskiy11,
Petr Čapek3, Hana Šantrůčková3, Norman Gentsch4, Olga Shibistova4,12, Georg Guggenberger4,
Andreas Richter2,8, Vigdis L Torsvik1, Christa Schleper1,2,13 and Tim Urich2,13
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Cryoturbation, the burial of topsoil material into deeper soil horizons by repeated freeze–thaw
events, is an important storage mechanism for soil organic matter (SOM) in permafrost-affected
soils. Besides abiotic conditions, microbial community structure and the accessibility of SOM to the
decomposer community are hypothesized to control SOM decomposition and thus have a crucial
role in SOM accumulation in buried soils. We surveyed the microbial community structure in
cryoturbated soils from nine soil profiles in the northeastern Siberian tundra using high-throughput
sequencing and quantification of bacterial, archaeal and fungal marker genes. We found that
bacterial abundances in buried topsoils were as high as in unburied topsoils. In contrast, fungal
abundances decreased with depth and were significantly lower in buried than in unburied topsoils
resulting in remarkably low fungal to bacterial ratios in buried topsoils. Fungal community profiling
revealed an associated decrease in presumably ectomycorrhizal (ECM) fungi. The abiotic conditions
(low to subzero temperatures, anoxia) and the reduced abundance of fungi likely provide a niche for
bacterial, facultative anaerobic decomposers of SOM such as members of the Actinobacteria, which
were found in significantly higher relative abundances in buried than in unburied topsoils. Our study
expands the knowledge on the microbial community structure in soils of Northern latitude
permafrost regions, and attributes the delayed decomposition of SOM in buried soils to specific
microbial taxa, and particularly to a decrease in abundance and activity of ECM fungi, and to the
extent to which bacterial decomposers are able to act as their functional substitutes.
The ISME Journal (2014) 8, 841–853; doi:10.1038/ismej.2013.219; published online 12 December 2013
Subject Category: Microbial population and community ecology
Keywords: carbon storage; climate change; cryoturbation; microbial communities; permafrost-affected
soil; soil organic matter (SOM)

Introduction

Northern latitude terrestrial ecosystems are key
components in the global carbon (C) cycle
(McGuire et al., 2009) with permafrost-affected soils
storing more than twice as much C as is currently
contained in the atmosphere (IPCC, 2007; Tarnocai
et al., 2009). Cryoturbation processes driven by
repeated freeze–thaw cycles lead to the subduction
of soil organic matter (SOM) from the surface into
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deeper soil layers. Cryoturbated soils (Turbels,
according to the Soil Classification Working Group,
1998, or Turbic Cryosols, according to the World
Reference Base for Soil Resources (WRB), Deckers et al.,
2002) contain more than one-third of the arctic soil
organic carbon (SOC) (B581Gt C; Tarnocai et al.,
2009). Although buried soil horizons contain similar
amounts (g�1 dry weight) of C and nitrogen (N) as
topsoils, radiocarbon (14C) dating revealed that the C
pool in these soil horizons is much older than in
unburied topsoil horizons, indicating that decom-
position processes are strongly retarded (Kaiser
et al., 2007; Hugelius et al., 2010). Cryoturbation
therefore is an important mechanism for long-term C
storage in these soils (Davidson and Janssens 2006;
Bockheim 2007). Northern latitude permafrost
regions are particularly vulnerable to climate
change, being exposed to the globally strongest
increase in mean annual surface air temperatures
(4–8 1C, IPCC, 2007). Longer frost-free vegetation
periods and increased active layer depths are
predicted to promote the availability of large SOC
pools for microbial decomposition, leading to
increased greenhouse gas emissions from these soils
and thereby accelerating climate change (Schuur
et al., 2008; Tarnocai et al., 2009; Schuur and Abbott
2011).

Besides physicochemical parameters like tem-
perature, pH, moisture, oxygen availability, soil
mineral assemblage and quality of the SOM, the
microbial community structure and the accessibil-
ity of SOM to the decomposer community are
thought to be crucial factors in the process of SOM
accumulation and storage in soils (Schmidt et al.,
2011; Dungait et al., 2012). The main gaps in our
current understanding of SOM stabilization in
buried soil horizons and its vulnerability to
decomposition are however the structure and the
SOM degradation capacities of the microbial
community. Recent studies on arctic soils focused
on microbial communities in the active layer and
the underlying permafrost and targeted their func-
tional potential (Yergeau et al., 2010; Tveit et al.,
2012), their response to permafrost thaw
(Mackelprang et al., 2011) and related community
dynamics to the availability of SOC (Waldrop et al.,
2010; Coolen et al., 2011). We expanded on these
studies by specifically addressing the microbial
communities in cryoturbated soils, and particu-
larly the ones associated with buried topsoils. We
aimed to dissect differences in community compo-
sition and associated potential functions to
identify microbial indicators for the retarded
decomposition of SOM in buried soil horizons.
To estimate microbial abundances and assess
differences along the soil depth profiles, we
quantified bacterial, archaeal and fungal SSU
rRNA genes from 85 soil samples that were
collected from three different vegetation zones in
the Siberian tundra. These samples comprised
topsoil, subsoil and buried topsoil as well as

mineral soils sampled from frozen ground below
the active layer (hereafter called permafrost sam-
ples). We further characterized the microbial
communities in a subset of 36 samples using
prokaryotic SSU rRNA gene amplicon sequencing
and pyrosequencing of the fungal Internal
Transcribed Spacer (ITS) region. Changes in
community structure and phylogenetic variability
were linked to changes in abiotic soil properties,
thus allowing us to propose potential key micro-
organisms involved in the degradation of SOM in
buried soils.

Materials and Methods

Field site description, soil sampling and sample
preparation
Soils were collected in August 2010 in northeast
Siberia in a transect along the upper Kolyma river
(Cherskii, Republic of Sakha, Russia). The study
site covered the bioclimatic subzones E and D
(Walker et al., 2005), also called southern and
typical tundra subzone in the Russian classifica-
tion, respectively. Three sampling sites were
chosen with respect to their dominant vegetation,
classified as shrubby grass tundra, shrubby tussock
tundra and shrubby lichen tundra (Table 1). Soils
were sampled from triplicate soil pits for each of
the sampling sites, resulting in a total of 85 soil
samples (Table 1, Supplementary Table S1). Soil
pits were 5m in length and up to 1m deep
depending on the depth of the permafrost
table (Supplementary Figure S1). After soil pits
were classified into soil horizons, samples were
collected using alcohol-sterilized knives. To obtain
a representative sample from each soil horizon, at
least three samples were pooled horizon-wise along
the length of each soil profile. Organic and mineral
topsoil horizons (O and A) were taken from the
uppermost active layer and mineral subsoil
horizons (B and C) and as well as buried topsoils
(Ojj and Ajj) were sampled from deeper parts of the
profile. Permafrost samples were obtained by
coring (1–2 cores per soil profile, length:
B30 cm), using a steel pipe pushed into the frozen
ground of the soil pits (Hugelius et al., 2010). Initial
soil processing included removal of living roots
prior to homogenizing the soil fraction of each
sample. Samples for extracting soil nucleic acids
were fixed in RNAlater RNA Stabilization Reagent
(Ambion, Life Technologies, Carlsbad, CA, USA)
and kept cold until further processing. Samples
for the analyses of soil context data (as summarized
in Supplementary Table S1) and enzyme activity
potentials (cellobiohydrolase, endochitinase,
N-acetylglucosaminidase, leucine aminopeptidase,
phenoloxidase and peroxidase) were stored in
closed polyethylene bags at 4 1C until analyzed.
For details on analytical methods and the determi-
nation of enzyme activity potentials please refer to
Supplementary Material and methods.
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Nucleic acid extraction, purification and quantification
Nucleic acid extractions were conducted according
to a modified bead-beating protocol (Urich et al., 2008,
see Supplementary Material and Methods) and further
purified using the CleanAll DNA/RNA Clean-up and
Concentration Micro Kit (Norgen Biotek Corp.,
Ontario, Canada). Total DNA was quantified using
SybrGreen (Applied Biosystems, Life Technologies,
Carlsbad, CA, USA; Leininger et al., 2006).

Quantification of bacterial, archaeal and fungal SSU
rRNA genes by quantitative PCR
Bacterial and archaeal small subunit (SSU) rRNA
genes were amplified with the primer set
Eub338Fabc/Eub518R (Daims et al., 1999; Fierer
et al., 2005) for Bacteria and Arch519F/Arch908R
(Jurgens et al., 1997; Teske and Sorensen 2007) for
Archaea. Fungal SSU genes were amplified using
the primers nu-SSU-0817-50 and nu-SSU1196-30

(Borneman and Hartin, 2000). Product specificity
was confirmed by melting point analysis and
amplicon size was verified with agarose gel electro-
phoresis. Detection limits for the various assays
(that is, lowest standard concentration that is
significantly different from the non-template con-
trols) were o100 gene copies for each of the genes.
Samples, standards and non-template controls were
run in triplicates. Please refer to Supplementary
Materials and methods for details. Throughout this
paper, the abundance of SSU rRNA genes will
be used instead of the abundance of organisms,
because such a calculation is based on a theoretical
average number of functional gene copies per
microorganism.

Barcoded amplicon sequencing of bacterial and
archaeal SSU rRNA genes on the Illumina GAIIx
platform and sequence analysis
Sample preparation was performed as described by
Caporaso et al. (2011). Each sample was amplified
in triplicate, combined and cleaned using the Ultra

Clean htp 96-well PCR clean up kit (MO BIO
Laboratories, Solana Beach, CA, USA). The PCR
primers (515F/806R) targeted the V4 region of the
SSU rRNA, previously shown to yield accurate
phylogenetic information and to have only few
biases against any bacterial taxa (Liu et al., 2007;
Bates et al., 2011; Bergmann et al., 2011).
Amplicons were sequenced on the Illumina GAIIx
platform (Illumina Inc., San Diego, CA, USA).
Quality filtering of reads was applied as described
previously (Caporaso et al., 2011). Reads were
assigned to operational taxonomic units (OTUs,
cutoff 97% sequence identity) using a closed-
reference OTU picking protocol using QIIME
(Caporaso et al., 2010). Alpha diversity metrics
and community relatedness (principal coordinate
analysis, from unweighted Unifrac distances) were
calculated after rarifying all samples to the same
sequencing depth. For further details please refer to
Supplementary Materials and methods.

Pyrosequencing of fungal ITS genes and sequence
analysis
The ITS region of the fungal rRNA gene was
amplified in triplicates from each sample using
bar-coded primers ITS1F (Gardes and Bruns 1993)
and ITS2 (White 1990). ITS-amplicons (B280 base
pairs) were sequenced on half a picotiter plate of the
GS FLXþ system (Roche, Basel, Switzerland) using
Titanium chemistry at GATC Biotech (Konstanz,
Germany). Initial read quality filtering was per-
formed using mothur 1.27 (Schloss et al., 2009) and
overlapping regions of 18SrDNA, 5S and ITS2
region were trimmed using the ITS1 region extractor
of the UNITE online pipeline (Abarenkov et al.,
2010). De novo and database-based chimerical
sequence removal, OTU-picking and taxonomic
assignment were performed using the QIIME bioin-
formatic pipeline (Caporaso et al., 2010). Details on
the procedure can be found in Supplementary
Materials and methods.

Table 1 Overview on sampling sites, replicate soil pits and soil samples

Site Dominant vegetation Replicate
plots

Coordinates Active layer
depth (cm)

Number of
samplesa

Shrubby grass tundra Betula exilis, Salix phenophylla, Carex lugens,
Calamagrostis holmii, Aulacomnium turgidum

A 69.441N, 161.711E 55–65 6 (2/2/2/0)

B 69.441N, 161.711E 45–63 10 (3/3/2/2)
C 69.431N, 161.721E 33–63 10 (3/3/3/1)

Shrubby tussock tundra Eriophorum vaginatum, Carex lugens, Betula exilis,
Salix pulchra, Aulacomnium turgidum

D 69.451N, 161.751E 48–68 9 (3/3/2/1)

E 69.441N, 161.751E 38–55 8 (3/3/2/0)
F 69.441N, 161.761E 43–63 11 (4/3/2/2)

Shrubby lichen tundra Betula exilis, Vaccinium uligonosum,
Flavocetraria nivalis, Flavocetraria cucullata

G 68.751N, 161.591E 35–63 10 (3/3/3/1)

H 68.751N, 161.591E 43–68 8 (3/2/3/0)
I 68.751N, 161.601E 33–58 13 (3/3/5/2)

aTotal number of soil samples from the respective soil pit. Numbers in brackets indicate soil samples from the four different soil horizons (topsoil/
subsoil/buried topsoil/permafrost).
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Statistical analyses to evaluate the linkage between
variability of soil context data and microbial
community structure
Principal component analysis was used to summarize
the soil context data (Supplementary Table S1) and
the prokaryotic community structure (relative
abundance of bacterial and archaeal taxa,
Supplementary Table S2). After data standardization
(zero mean and unit s.d.) and centered log-ratio
transformation with multiplicative zero replacement
(Aitchison, 1982; Martı́n-Fernández et al., 2003;
Jørgensen et al., 2012), community structure and soil
context data were effectively reduced to a single
variable (PC1 score). To test for relationships
between community structure and soil context data,
Spearman rank-order correlations (r) were deter-
mined between the first principal component (PC1)
scores of the relative abundance and the geochemical
data. To assess the correlation between variability of
the community structure and soil context data,
Spearman’s r was computed between PC1 scores
from the relative abundance data and the original
soil context data. To further test the community–
environment relationships, we applied a unimodal
type of constrained ordination, canonical correspon-
dence analysis (CCA). Soil context parameters
(explanatory variables, Supplementary Table S1)
were related to differences in prokaryotic and fungal
community structure (that is, changes in relative
OTU abundances; response variables). The contri-
bution of each explanatory variable was tested using
forward selection and the Monte-Carlo permutation
test within the CCA framework (Canoco v5;
Ter Braak and Šmilauer, 2012).

Further statistical analyses
To determine significant differences in gene abun-
dances, gene abundance ratios, taxa abundances
(bacterial/archaeal, phyla and OTUs) and enzyme
activity potentials between soil horizons (topsoil,

subsoil, buried soil and permafrost), one-way
ANOVA followed by Tukey’s HSD test was per-
formed. Differences were considered significant at
P-values o0.05. Prior to one-way ANOVA, Shapiro–
Wilk tests and Bartlett tests were used to examine
whether the conditions of normality and homo-
geneity of variance were met and followed by
log-transformation (gene abundances) or square-root
transformation (taxa abundances). Pearson’s
product–moment correlation (R) was used to assess
linkages between individual taxa, gene abundances
and enzyme activities as well as between geochemical
data and diversity measures. All analyses were
performed in R 2.15.0 (R Development Core Team;
Team RDC, 2012). The STAMP bioinformatic package
(Parks and Beiko, 2010) was used to determine
significant differences in the relative abundance of
fungal taxa between topsoils, subsoils and buried
soils (Welch’s test, two-sided, P-valueso0.05).

Data deposition
The SSU rRNA gene sequence data are available
from MG-RAST (project numbers 44668685.3–
44668734.3). Fungal raw reads were deposited in
NCBI Sequence Read Archive (SRA) under the
submission ID SUB282590 and BioProject ID
PRJNA209792.

Results

Soil characteristics
Major soil properties varied significantly between
soil horizons (Table 2). Total organic carbon (TOC),
total nitrogen (TN), carbon-to-nitrogen (C/N) ratios
and water content were highest in topsoils and lowest
in subsoils, whereas pH was highest in subsoils.
Buried topsoils were lower in pH than in subsoils,
and showed higher TOC and TN values as well
as higher C/N ratios and water content (Table 2).

Table 2 Soil context data and potential enzyme activities in topsoils, buried topsoils and subsoilsa

Topsoils Subsoils Buried topsoils

Soil chemical data
pH 5.3±0.4 (c) 6.1±0.6 (a) 5.8±0.4 (b)
TOC (% dry weight) 15.5±11.7 (a) 1.3±0.8 (c) 10.4±5.7 (b)
TN (% dry weight) 0.7±0.5 (a) 0.1±0.0 (b) 0.6±0.3 (a)
C/N ratio 20.2±6.8 (a) 11.5±1.8 (c) 16.2±2.1 (b)
Water content (%) 49.8±22.2 (a) 17.2±1.3 (b) 40.8±9.3 (a)

Potential activities (nmolh� 1 g�1 dry soil)
Hydrolytic enzymesb 1572.3±867.6 (a) 85.4±61.9 (c) 481.4±352.2 (b)
Oxidative enzymesc 9894.5±5548.8 (a) 5092.9±3539.7 (b) 13 480.9±6069.1 (a)

aMean and standard deviations. Small letters indicate significant differences (Po0.05) between soil horizons as determined by one-way ANOVA
and Tukey’s HSD test. Number of samples from topsoils/buried topsoil/subsoils: 27/24/25 (chemical data) and 16/22/18 (enzyme activities).
Detailed information on soil chemical data is available in Supplementary Table S1.
bSum of potential activities of all hydrolytic enzymes measured (cellobiohydrolase, endochitinase, N-acetylglucosaminidase, leucine
aminopeptidase).
cSum of potential activities of all oxidative enzymes measured (phenolxidase, peroxidase).
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Principal component analysis analysis on a
comprehensive data set of soil properties
(Supplementary Table S1) placed buried topsoil
horizons at an intermediate position and supported
the finding that buried topsoil horizons were highly
variable with regard to their soil properties,
resulting in a shared ordination space with unburied
topsoil and subsoil horizons (Supplementary
Figure S2).

High prokaryotic abundances accompanied by a
reduction of fungal abundance in buried soil horizons
Quantitative PCR (qPCR) was used to estimate
numbers of bacterial, archaeal and fungal SSU rRNA
genes from a total of 85 samples. Figure 1 shows
abundances for one representative soil profile for
each vegetation zone. Detailed soil horizon profiles
and quantification results for individual soil pits
can be found in Supplementary Figures S3A–C.
Average bacterial SSU gene abundances were

highest in topsoil samples (3.5� 1010 genes g� 1 soil)
and decreased with depth, based on the mean of all
vegetation types and biological replicates. However,
abundances were much higher in buried topsoil
horizons (9.4� 109 genes g�1 soil) than in the
surrounding subsoils (3.7� 108 genes g� 1 soil, one-
way ANOVA, Po0.01). Average fungal SSU gene
copy numbers were significantly higher in topsoils
(6.4� 1010 genes g�1 soil) than in buried topsoils
and subsoils (8.1� 107 and 1.7� 108 genes g�1 soil,
respectively, one-way ANOVA, Po0.01). In perma-
frost samples, bacterial SSU rRNA gene copies
ranged from 0.1� 106 to 3.8� 106 genes g�1 dry soil.
Fungal SSU genes could only be amplified from a
single permafrost sample and accounted for
0.4� 106 genes g�1 dry soil. The mean ratio between
fungal and bacterial SSU rRNA gene copies
(fungal:bacterial ratios, FB) was lowest in buried
topsoils (FB¼ 0.03) resulting from a decrease in
fungal SSU genes compared with the topsoil
samples (FB¼ 5.5, one-way ANOVA, Po0.05).

Figure 1 Schematic drawings of one representative soil pit profile for each vegetation type (shrubby grass tundra: pit C, shrubby tussock
tundra: pit D and shrubby lichen tundra: pit I). O, Oe, Oa, OA, A, AB: topsoil, BCg, Cg: subsoil. Ajj: buried topsoils, PF: permafrost (depth
in cm below surface indicated in brackets). Location of buried topsoils (Ajj) is indicated and labeled with the corresponding sample ID.
If sample IDs are missing, location of the soil sample was only reported in the soil pit description, but not included in the drawings.
Bar charts show abundances of Bacteria and Fungi as bacterial and fungal SSU gene copy numbers g�1 dry soil (logarithmic scale).
Supplementary Figures S3A–C provide information on SSU rRNA gene quantifications for all nine soil pits (three replicates per
vegetation type, including the ones presented in this figure).
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The observation of a significant decrease in FB ratios
in buried topsoils held true for all three vegetation
types (Figure 2).

Archaeal SSU rRNA genes accounted for o2% of
the total number of prokaryotic SSU rRNA gene
copies in buried topsoils and subsoils. On average,
archaeal gene copies were one order of magnitude
higher in the buried topsoils (1.2� 108 genes g�1 dry
soil) than in the subsoils (0.1� 108 genes g�1 dry
soil). Amplification of archaeal SSU rRNA genes
from topsoil samples resulted in unspecific frag-
ments (Supplementary Figure S4). Sequencing
identified these fragments to be of fungal origin.
Thus, the co-amplification of fungal DNA resulted
in an overestimation of archaeal SSU rRNA genes in
these samples (see Supplementary Figures S3A–C).

Potential hydrolytic and oxidative enzyme activities
Hydrolytic enzymes showed significantly higher
potential activities (g� 1 dry soil) in topsoils than in
buried topsoils (one-way ANOVA, Po0.01,
Table 2). Potential oxidative enzyme activities
were higher in buried topsoils than in non-buried
topsoils, but this difference was not significant
(Table 2). Both potential hydrolytic and oxidative
enzyme activities were lowest in subsoils and
significantly different from activities in buried
and non-buried topsoil horizons (one-way
ANOVA, Po0.05). Hydrolytic and oxidative
enzyme activities were positively correlated to
bacterial SSU gene abundances (Pearson’s R40.5,
Po0.01), whereas fungal SSU gene abundances
only showed significant correlations to the poten-
tial activity of hydrolytic enzymes (Pearson’s
R40.6, Po0.01), but not to oxidative enzyme
activities (P40.05).

Sequencing statistics and distribution of microbial taxa
across all horizons
Illumina tag sequencing of 36 samples
(Supplementary Tables S2 and S3) yielded a total
of 1.36� 106 bacterial and archaeal SSU rRNA gene
sequences and 2.81� 105 fungal ITS sequences after
extensive read-quality filtering (see Materials and
methods for details). Bacterial and archaeal
sequences clustered in 4580 OTUs, representing
98 classes (93 bacterial and 5 archaeal) within
38 phyla (for a detailed list of taxa and their
relative abundance, see Supplementary Table S2).
The dominant bacterial phyla were Actinobacteria,
Proteobacteria (alpha-, beta- and gamma classes),
Verrucomicrobia, Acidobacteria and Bacteroidetes,
accounting for B84% of all sequences. In addition,
Gemmatimonadetes, Chloroflexi, Deltaproteobacteria,
Firmicutes and Planctomycetes were present
in all soil horizons, but at lower abundances (14%
of all sequences), and 29 other rare phyla (o 0.5%
each) were identified. Rare phyla included
archaeal taxa that represented o0.1% of all
sequence reads. Most of them were affiliated with
the Thaumarchaeota (order Nitrososphaerales) and
the Euryarchaeota (orders Methanomicrobiales and
Methanobacteriales).

Fungal ITS sequences were clustered into 3397
OTUs representing 19 classes within 6 phyla (for a
detailed list of taxa and their relative abundance, see
Supplementary Table S3). Across all soil horizons,
the most abundant phyla were Ascomycota (66.8%)
and Basidiomycota (30.1%). Ascomycota were
dominated by Leotimycetes (42.2%). Within the
Basidiomycota, the class Agaricomycetes accounted
for the majority of all sequences (69.9%). Other
phyla (including the Chytridiomycota, Glomero-
mycota and Zygomycota) accounted for only a
minor fraction of the fungal community across all
horizons (B3%).

Figure 2 Fungal–bacterial (FB) ratios for the three different
sampling sites as calculated from bacterial and fungal SSU rRNA
gene copies g�1 dry soil. Small letters indicate significant
differences between soil horizons as determined by one-way
ANOVA and Tukey’s HSD test.
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Major differences in prokaryotic community
composition and diversity among soil horizons and
linkage to environmental context data
Bacterial community composition in unburied top-
soils and buried topsoils showed significant
differences on the phylum level (Figure 3a), including
higher relative abundances of Actinobacteria and
Gemmatimonadetes (one-way ANOVA, Po0.05)
and a decrease of Acidobacteria, Proteobacteria
(alpha-, gamma- and delta-subclasses) and Plancto-
mycetes (one-way ANOVA, Po0.01) in the buried
horizons. The only significant difference between
subsoils and buried topsoils was a lower relative
abundance of Deltaproteobacteria in the latter (one-
way ANOVA, Po0.05). Community composition of
individual buried topsoil horizons was highly
variable, in particular with regard to the relative
abundance of members of the phyla Chloroflexi and
Verrucomicrobia (Supplementary Figure S5,
Supplementary Table S2). A major fraction of OTUs
from buried topsoils was shared either with topsoils
or subsoils alone or with both topsoil and subsoil
horizons (1853 OTUs, 86.5% of all OTUs from
buried topsoils; Supplementary Figure S6), reflecting
the process of topsoil material being buried into

deeper soil and the invasion of microorganisms from
the surrounding mineral horizons. A minor fraction
of OTUs was exclusively detected in buried topsoils
(290 OTUs, 13.5% of all OTUs from buried topsoils,
Supplementary Figure S6). None of these OTUs
accounted for 40.001% of all sequences recovered
from these horizons. Species richness and diversity
were highest in topsoil horizons followed by buried
topsoils and mineral subsoils (one-way ANOVA,
Po0.001; Figure 4). Likewise, there were significant
positive correlations between alpha diversity
metrics (Shannon, Faith’s PD) and the measured
soil variables. While soil pH was the strongest
predictor of alpha diversity in topsoils (Pearson’s
R40.6, Po0.001), strongest correlations in buried
topsoils were found for TOC and TN (Pearsons’
R40.7, Po0.05 each). None of the measured soil
parameters were significantly correlated with species
richness and diversity in subsoils.

Principal coordinate analysis based on
unweighted UniFrac distances supported the dis-
tinctness of the communities in buried and
unburied soil horizons (Figure 5a), showing a
separation of the topsoil communities from those
of the buried topsoils and subsoils along the first
principal coordinate. While topsoil communities in
individual samples were highly similar to each
other, communities in buried topsoils and subsoils
exhibited a larger between-sample variability. Biplot
analysis of unweighted UniFrac distances and the
relative abundance of the eight most abundant phyla
showed that Acidobacteria, Bacteroidetes and
Verrucomicrobia were associated with topsoils,
whereas the phyla Chloroflexi, Gemmatimonadetes
and Firmicutes were associated with a cluster of
subsoil and buried topsoil horizons (Figure 5b). The
clustering of soil horizons was broadly congruent
with principal component analysis using relative
taxa abundance data (Supplementary Figure S2) and
CCA of relative OTU abundances (Figure 5c), indi-
cating that the measured soil context parameters
explained most of the biological variation.

To further investigate whether the prokaryotic
community structure was related to changes in soil
characteristics, principal component analysis was
performed independently on the soil context data
(Supplementary Table S1) and the relative taxa
abundance data (Supplementary Table S2). Sample
scores on PC1 of the two data sets (soil context and
prokaryotic community structure) showed a signifi-
cant rank-order correlation at the phylum level
(r¼ 0.621, Po0.001), (Supplementary Figure S7)
demonstrating that changes in the soil properties
(PC1 explained 52% of the variation) co-varied with
changes in the community structure (PC1 explained
22% of the variance at phylum level). PC1 scores
(prokaryotic community structure) were extracted
and showed significant correlations with pH
(r¼ � 0.754, Po0.001), C/N ratio (r¼ 0.649,
Po0.001), TOC (r¼ 0.505, Po0.01), moisture
(r¼ 0.436, Po0.01), d13C (r¼ � 0.605, Po0.001)

Figure 3 Prokaryotic (a) and fungal (b) community structure
shown as relative abundance on phylum level and based on SSU
rRNA gene Illumina tag sequencing and fungal ITS pyrosequen-
cing, respectively. ‘Others’ include phyla with o0.5% relative
abundance (see Supplementary Tables S2 and S3 in the
supplementary for detailed information). Number of samples
analyzed given in brackets.
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and d15N (r¼ � 0.543, Po0.001) (Supplementary
Figures S8A–F). For buried topsoils, strongest
PC1 score correlations were found for TOC
(r¼ 0.886, Po0.05) and TN (r¼ 0.886, Po0.05)
(Supplementary Figure S8G–H). These results were
in agreement with the CCA that identified pH, d13C
and d15N having the strongest positive influence on
axis 1, while C/N ratio, TOC TN and moisture were
acting most negatively (Figure 5c).

Major differences in fungal community composition
and diversity among soil horizons and taxa–
environment relationships
Fungal community composition was significantly
different in topsoils compared with buried topsoils
and subsoils (Figure 3b). The relative abundance of
Basidiomycota was significantly higher (one-way
ANOVA, Tukey’s HSD test, Po0.05) in topsoils
(42.6%) than in buried topsoils (12.6%) and subsoils
(19.5%). Ascomycota dominated in buried topsoils
(80.4%) and subsoils (78.7%) with Leotiomycetes
and Sordariomycetes being the most abundant
classes. Chytridiomycota accounted for 6% of all

sequences from buried topsoils, resulting from an
exceptionally high relative abundance in one sample
(G4, Supplementary Table S3), but accounting for
o1% in all other samples. In particular, the
ectomycorrhizal (ECM) families Russulales, Thele-
phorales and Sebacinales showed significantly
lower abundance in buried than in unburied
topsoils (Welch’s t-test, two-sided, Po0.05;
Supplementary Figure S9). A major fraction of
fungal OTUs from buried topsoils was shared either
with topsoils or subsoils alone or with both topsoil
and subsoil horizons (1650 OTUs, 88.8% of all OTUs
from buried topsoils; Supplementary Figure S6).
A minor fraction of OTUs was exclusively detected
in buried topsoils (209 OTUs, 11.2% of all OTUs
from buried topsoils, Supplementary Figure S6).
Species richness and diversity were slightly, but not
significantly higher in topsoils than in subsoils and
buried topsoils (one-way ANOVA, P40.05;
Figure 4).

To examine species–environment relationships,
CCAwas applied to fungal OTU abundance and a set
of 14 environmental variables (Figure 6). The first
two CCA axes (CCA1 and CCA2) explained 72.8% of

Figure 4 Overview of total sequences, number of OTUs, and microbial diversity topsoils, subsoils, buried topsoils and permafrost
samples. Microbial diversity indicated by Chao1 richness, Shannon diversity and Faith’s phylogenetic diversity (PD). Calculation of
richness and diversity estimators was based on OUT tables rarified to the same sequencing depth (that is, the lowest one of total
sequencing reads). Total sequences refer to the total number of taxonomically assigned sequences (see Material and Methods for details).
OTUs were defined as o3% nucleotide sequence difference.
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the total variance in the fungal community composi-
tion and 13.7% of the cumulative variance of the
fungal species–environment relationship (Figure 6).

CCA1 distinguished fungal topsoil communities
from subsoil communities. Exceptions were mixed
soil horizons (AB horizons) that were initially
classified as topsoil horizons, but clustered with
the subsoil communities in CCA analysis. Fungal
communities in buried topsoils were placed at an
intermediate position. CCA indicated that only
TOC, pH and d13C contributed significantly to the
species–environment relationship (Po0.05, 1000
Monte Carlo permutations), providing 13.7% of the
total CCA explanatory power. It was furthermore
indicated that the spatial distribution of certain
genera within the Basidiomycota and Ascomycota
was related to distinct soil environmental para-
meters (Supplementary Figure S10). The distribution
of Ascomycota was correlated to changes in pH and
d13C values, whereas the distribution of Basidio-
mycota was related to changes in TOC content.

Discussion

The low abundance of ECM basidiomycota is a
potential key factor in the reduced degradation of SOM
in buried soils
Recently, evidence is building up that the stability of
organic matter in soil is mainly controlled by its
stabilization in soil mineral associations, its acces-
sibility to the decomposer community, the presence
and activity of extracellular enzymes, and microbial
community structure, rather than being controlled
by its molecular structure or chemical recalcitrance
(Schmidt et al., 2011; Dungait et al., 2012). Stabili-
zation mechanisms for SOC are of particular interest
in Northern high latitude soils as they contain
B50% of the global SOC pool and are particularly

Figure 5 Phylogenetic dissimilarity between soil samples.
Topsoils: green circles, subsoils: yellow triangles, buried topsoils:
red squares, permafrost: white diamonds. See Supplementary
Table S2 in the supplementary for detailed information on
samples analyzed. (a) Principal coordinate analysis plot illustrat-
ing unweighted UniFrac distances between bacterial commu-
nities in individual samples. (b) The coordinates of the eight most
abundant taxa are plotted as a weighted average of the coordinates
of all samples, where the weights are the relative abundances of
the taxon in the samples. The size of the sphere representing a
taxon is proportional to the mean relative abundance of the taxon
across all samples. (c) CCA plot for the first two dimensions to
show the relationship between prokaryotic community structure
(relative abundance of bacterial and archaeal OTUs) and
environmental parameters. Correlations between environmental
variables and CCA axes are represented by the length and angle of
arrows (environmental factor vectors).

Figure 6 CCA ordination plots for the first two dimensions to
show the relationship between fungal community structure
(relative abundance of fungal OTUs) and environmental
parameters. Topsoils: green circles, subsoils: yellow triangles,
buried topsoils: red squares. See Supplementary Table S3 in the
supplementary for detailed information on samples analyzed.
Correlations between environmental variables and CCA axes are
represented by the length and angle of arrows (environmental
factor vectors).
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vulnerable to changes in abiotic conditions (for
example, temperatures, moisture). Although fungi
have a critical role in the transformation of SOM,
fungal communities in terrestrial ecosystems of the
Northern high latitudes are still poorly studied
(Timling and Taylor, 2012). Fungi, and in particular
saprotrophic basidiomycetes, are thought to be the
dominant producers of extracellular enzymes cata-
lyzing the breakdown of biopolymers to low-
molecular weight dissolved organic matter that can
then be utilized by other microorganisms (Bailey et al.,
2002; Baldrian 2008). We found pronounced differ-
ences in the abundance and composition of the
fungal communities between unburied and buried
topsoil horizons. It was indicated that lower fungal
to bacterial ratios in buried than in unburied
topsoil horizons resulted from a significant reduc-
tion in Basidiomycota, specifically of the ECM
families Russulales, Thelephorales and Sebacinales
(Supplementary Figure S9). Interestingly, there is
accumulating evidence that mycorrhizal fungi,
besides saprotrophs, may act as potent decomposers
of SOM and have a crucial role in SOM transforma-
tion especially in arctic and boreal ecosystems
(Talbot et al., 2008). Although primarily considered
to metabolize low-molecular weight carbon com-
pounds, ECM fungi have been shown to produce
extracellular enzymes to break down nutrient and
C-rich molecules (Read and Perez-Moreno 2003;
Read et al., 2004; Talbot et al., 2008). Recent studies
however suggested that ECM fungi are responsible
for degrading different C and nutrient fractions of
SOM than saprotrophic communities and that the
decomposition of SOM by ECM fungi is linked to
their depolymerization abilities for organic N and P
compounds (Rineau et al., 2013; Talbot et al., 2013).
So far, only few ECM fungi were found to produce
enzymes that break down C-rich biopolymers like
cellulose, pectin or lipids in culture (Talbot and
Treseder, 2010). Talbot et al., 2008 suggested several
mechanisms by which ECM fungi may contribute to
SOM decomposition, one of them described as the
‘Coincidental Decomposer’ hypothesis. According
to this hypothesis, SOM decomposition by ECM
fungi is a consequence of exploiting the soil for
nutrients. ECM fungi thereby contribute substan-
tially to the mobilization of N-rich SOM and,
consequently, to an increase in host plant C-fixation
and subsequent input of C to the soil (Lindahl et al.,
2007; Orwin et al., 2011; Hobbie et al., 2013).
Consequently, the low abundance of ECM fungi in
buried topsoils presumably leads to less mobiliza-
tion of N and results in an even higher N-limitation
in arctic soils. In addition, ECM fungi in buried
topsoils have lost their connection to the host plant
and are therefore not ‘primed’ by plant-derived
carbon (‘Priming Effect’ hypothesis, Talbot et al.,
2008). Thus, the synthesis of extracellular fungal
enzymes is probably low and depolymerization of
C- and N-rich substrates dramatically decreases.
Indeed, Wild et al. (2013) described on average

84% reduction in protein depolymerization and
68% reduction in amino acid uptake in buried
topsoils. Thus, the reduced abundance of ECM
fungi, their reduced activity in the depolymerization
of N-rich compounds together with unfavorable
abiotic conditions such as subzero temperatures
and high moisture presumable lead to a retarded
decomposition and thus to the stabilization of OM
in buried topsoils in Northern high latitude regions.

The distinctness of the bacterial community in buried
topsoils reflects soil properties
As surface soil is rich in labile carbon and nitrogen
and represents the primary location of root exu-
dates, the presence of rapidly growing copiotrophic
microorganisms is favored (Fierer et al., 2007).
In contrast, slow-growing oligotrophic organisms
are better adapted to resource-poor locations and
complex organic substrates and therefore occur in
deeper soil horizons. Together with rather harsh
abiotic conditions (low to subzero temperatures,
high moisture, anoxia due to water logging), the
distribution of microorganisms along the soil depth
profile thus follows gradients of C and N availability
as well as SOM composition, resulting in distinct
community patterns and less microbial biomass in
deeper soil horizons (Hartmann et al., 2009; Eilers
et al., 2012). However, our analyses showed that
pockets of buried topsoil horizons interrupted this
continuum by being different from the subsoil in
major soil parameters (for example, higher TOC,
TN), and harboring a prokaryotic community with
significantly higher bacterial and archaeal abun-
dances than found in the surrounding subsoil
horizons. As buried topsoils showed similarly low
fungal abundances as the surrounding subsoil
horizons, the remarkably low FB ratios in the buried
topsoils were foremost a consequence of the high
bacterial abundances therein. Prokaryotic commu-
nities in topsoil horizons were phylogenetically
highly similar (Figure 5a) and relatively uniform in
composition across all pits regardless of geographic
position and landscape cover (Supplementary
Figure S5). In contrast, communities in buried
topsoils and subsoils were not only distinct from
the topsoil communities, but also highly variable
(Supplementary Figure S5). This variability in
community composition was most likely a result of
the greater variability in soil properties, namely the
concentration and quality of the SOM. Abundance
patterns of prokaryotic OTUs affiliated with potential
representatives of distinct metabolic traits (for
example, anaerobic respiration, fermentation,
methano-/methylotrophy) further supported the
hypothesis that community structure reflected
differences in soil properties (Supplementary
Table S4). The elevated abundance of OTUs
assigned to fermentative members of the Chloroflexi
(Anaerolineae) and the Firmicutes (Clostridia)
as well as members of the anaerobic, sulfur- and
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metal-reducing Desulfuromonadales (Geobacteraceae)
indicated the potential for anaerobic degradation
processes to occur in these deeper soil horizons.

Actinobacteria, in particular the order Actino-
mycetales, dominated the prokaryotic community in
buried topsoils and were found in significantly
higher relative abundance than in non-buried
topsoils (Figure 3a). Actinobacteria were shown to
maintain metabolic activity and DNA repair
mechanisms at subzero temperatures (Johnson
et al., 2007). As buried soils experience longer
freezing periods than topsoil horizons, this adapta-
tion might select for Actinobacteria and disfavor
the growth and/or maintenance of other taxa.
This hypothesis is in line with a cross-seasonal
study on arctic tundra soils that indicated that
Actinobacteria might be persistent in the active
fraction of the soil community over seasons and are
thus ecologically relevant in frozen soils (McMahon
et al., 2011). More importantly, members of this
phylum have been described to be adapted to low
carbon availability (Fierer et al., 2003) as well as
to be metabolically versatile, including specialists
that are able to solubilize and modify lignin
and lignocelluloses and thereby gain access to
the associated polysaccharides (McCarthy 1987;
Roes-Hill et al., 2011). Laccase-like genes were
found in the genomes of diverse bacteria, including
actinobacteria, supporting the hypothesis that the
capability to modify lignin and decompose lignin
derivatives is more widespread among the bacteria
than previously thought (Ausec et al., 2011;
Bugg et al., 2011). Buried soil horizons that undergo
water-logging after active layer thaw might periodi-
cally turn anoxic, thereby restricting fungal growth
and activity, resulting in a lower fungal abundance
and creating a niche for bacterial, presumably
anaerobic lignin degraders such as the actino-
mycetes (Boer et al., 2005; DeAngelis et al., 2011).
Though being functionally redundant, actinobacterial
activity in lignin degradation and transformation
apparently does not resemble fungal activities as
decomposition in buried soils is strongly retarded.
This discrepancy might be due to differences in
bacterial and fungal biomass, lower cell-specific
enzyme activities, as well as morphological restric-
tions such as the absence of hyphae structures to
efficiently penetrate the substrate.

Interestingly, the highest correlations between
potential oxidative enzyme activities (phenoloxi-
dase, peroxidase) and taxon abundance were found
for rare bacterial taxa (for example, the candidate
phylum SC3, Pearson’s R40.6, Po0.01), either
indicating that those might contribute to the
production of key enzymes involved in lignin
degradation or solely act as so-called ‘cheaters’
participating from the products being available
from exoenzymatic breakdown of polymers
(Allison 2005), as suggested in an evolutionary
context in the Black Queen Hypothesis (Morris
et al., 2012).

In summary, our study demonstrates that microbial
community structure in buried topsoil horizons is
distinct from that in unburied topsoil and the
surrounding mineral subsoil horizons. Opposing
trends in bacterial and fungal abundances were
manifested in remarkably low FB ratios in buried
topsoil horizons. The decrease in abundance of ECM
fungi and the extent to which bacterial decomposers
are able to act as functional substitutes in SOM
transformations are proposed as microbial key
factors in the retarded decomposition of SOM in
buried soils of Northern latitude permafrost regions.
The response of the fungal community to rising
temperatures and concomitant changes in environ-
mental parameters such as soil moisture and plant
cover will be of particular interest in the scope of
drastic changes in the arctic climate.
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Permafrost-affected soils in the Northern latitudes store huge amounts of organic carbon
(OC) that is prone to microbial degradation and subsequent release of greenhouse
gasses to the atmosphere. In Greenland, the consequences of permafrost thaw have
only recently been addressed, and predictions on its impact on the carbon budget are
thus still highly uncertain. However, the fate of OC is not only determined by abiotic
factors, but closely tied to microbial activity. We investigated eight soil profiles in northeast
Greenland comprising two sites with typical tundra vegetation and one wet fen site. We
assessed microbial community structure and diversity (SSU rRNA gene tag sequencing,
quantification of bacteria, archaea and fungi), and measured hydrolytic and oxidative
enzyme activities. Sampling site and thus abiotic factors had a significant impact on
microbial community structure, diversity and activity, the wet fen site exhibiting higher
potential enzyme activities and presumably being a hot spot for anaerobic degradation
processes such as fermentation and methanogenesis. Lowest fungal to bacterial ratios
were found in topsoils that had been relocated by cryoturbation (“buried topsoils”),
resulting from a decrease in fungal abundance compared to recent (“unburied”) topsoils.
Actinobacteria (in particular Intrasporangiaceae) accounted for a major fraction of the
microbial community in buried topsoils, but were only of minor abundance in all other
soil horizons. It was indicated that the distribution pattern of Actinobacteria and a variety
of other bacterial classes was related to the activity of phenol oxidases and peroxidases
supporting the hypothesis that bacteria might resume the role of fungi in oxidative
enzyme production and degradation of phenolic and other complex substrates in these
soils. Our study sheds light on the highly diverse, but poorly-studied communities in
permafrost-affected soils in Greenland and their role in OC degradation.

Keywords: climate change, extracellular enzyme activities, Greenland, permafrost-affected soils, microbial

communities

INTRODUCTION
It has been predicted that due to the strong increase in mean
annual surface air temperature (up to 8◦C), 25% of the arctic
permafrost could thaw until the end of this century (IPCC, 2007).
Increased active layer depths and longer frost-free vegetation peri-
ods are predicted to accelerate the microbial decomposition of
soil organic matter (SOM) and, together with higher nutrient
availability, may generate a positive feedback to climate warm-
ing (Biasi et al., 2008; Schuur et al., 2008; Tarnocai et al., 2009;
Schuur and Abbott, 2011; MacDougall et al., 2012). In addi-
tion to abiotic factors such as elevated temperatures, changes
in hydrology, moisture, quantity and quality of the SOM, the
extent of this feedback will greatly depend on the response of the

microbial communities as the main biotic drivers of biogeochem-
ical processes (Singh et al., 2010; Xu et al., 2011; Graham et al.,
2012).

The diversity of microbial communities in permafrost-affected
soils, their functional potential and the coupling of SOM prop-
erties and microbial activity have been increasingly recognized
and addressed in several studies in Siberia (Ganzert et al., 2007;
Liebner et al., 2008; Gittel et al., 2014; Schnecker et al., 2014),
the Canadian Arctic (Yergeau et al., 2010; Frank-Fahle et al.,
2014), Alaska (Mackelprang et al., 2011; Lipson et al., 2013; Tas
et al., 2014), and Svalbard (Tveit et al., 2012, 2014; Alves et al.,
2013). High-arctic permafrost regions in Greenland, however,
have received only little attention so far, despite the recognized
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relevance of thawing permafrost and the potential decomposition
of organic carbon (OC) stocks (Masson-Delmotte et al., 2012;
Elberling et al., 2013; Ganzert et al., 2014). The top permafrost
is thawing at present (more than 1 cm per year) and model sim-
ulations predicted an increase of active layer depth by 35 cm as a
result of 6◦C warming in the next 70 years (Hollesen et al., 2011;
Masson-Delmotte et al., 2012). Data on the amount of OC stored
in soils in the high Arctic permafrost regions of Greenland are
still incomprehensive and, as recent studies suggested, the total
OC pool in these regions is probably underestimated (Horwath
Burnham and Sletten, 2010; Hugelius et al., 2013). Cryoturbation,
the burial of topsoil material into deeper soil horizons by repeated
freeze–thaw events, is an important storage mechanism for SOM
(Kaiser et al., 2007). Very little information is available on OC
stocks in cryoturbated soil pockets in Greenland (Palmtag, 2011),
but globally they contain more than one third of the total OC
stored in arctic soils (Tarnocai et al., 2009; Harden et al., 2012).
We recently showed that microbial communities in cryoturbated
material were not adapted to the available substrate having a
potentially restraining effect on enzyme activities (Gittel et al.,
2014; Schnecker et al., 2014). This decoupling of microbial com-
munity composition from SOM properties might explain the
persistence of OC in buried topsoils, but also implies that a shift
in community composition and enhanced microbial activity in
cryoturbated soil pockets would reinforce a positive feedback to
climate change.

In this study, we sampled organic and mineral topsoils, min-
eral subsoils, and buried topsoils from the active layer as well
as frozen mineral soils (hereafter called permafrost samples) at
three sites in northeastern Greenland. We aimed to (1) explore
the microbial diversity and community composition, (2) deter-
mine potential activities of oxidative and hydrolytic extracellular
enzymes involved in the degradation of organic matter, and (3)
assess possible correlations between enzyme activities and shifts
in community composition. We hypothesized that different sam-
pling sites and/or soil horizons harbor distinct communities and
that changes in community structure are reflected in the enzy-
matic and thus the degradation potential of these communities.
We were particularly interested in the distribution patterns of
both fungal and bacterial decomposers (e.g., actinobacteria) that
have previously been identified as critical components in the
delayed decomposition of organic matter in cryoturbated soils
(Gittel et al., 2014).

MATERIALS AND METHODS
FIELD SITE DESCRIPTION AND SOIL SAMPLING
Soils were sampled in close vicinity to the Zackenberg Research
Station, northeast Greenland (74◦28′N, 20◦32′W). The climate is
characterized by a mean annual air temperature of around −10◦C
and an annual precipitation of about 150 mm. Minimum air tem-
peratures are below −40◦C, and sub-surface temperatures (5 cm
below the surface) are below −18◦ for about 4 months per year
(Elberling and Brandt, 2003). Samples were taken from 3 different
sampling sites (Table S1, Figure S1). Sites 1 and 3 were charac-
terized by frost boils and earth hummocks and dominated by a
diverse community of typical tundra vegetation (e.g., Salix arctica,
Vaccinium uliginosum). Site 2 was a wet fen dominated by mosses

and grasses (e.g., Eriophorum angustifolium). Two to three repli-
cate plots that were distributed within an area of approximately
50 × 50 m were sampled at each sampling site (site 1: plots A–C,
site 2: plots D–F, and site 3: plots G,H; Figure S1). For each plot,
3–5 replicate soil cores were collected close to each other (max.
area: 1 × 1 m) to obtain enough material from each soil horizon.
Main soil horizons were identified and pooled to obtain one repli-
cate sample. Soil material was sampled from the active layer and
the permafrost layer (PF), resulting in a total of 37 soil samples
(Table S2). Soil classification follows the USDA Soil Taxonomy
(Soil Survey Staff, 2010). Samples from the active layer included
organic and mineral topsoil horizons (O and A), mineral subsoil
horizons (B), and topsoil material that was buried into deeper
soil horizons by cryoturbation (Ojj and Ajj, collectively called “J”
in the following). Initial soil processing included removal of liv-
ing roots prior to homogenizing the soil fraction of each sample.
Samples for extracting total nucleic acids were fixed in RNAlater
RNA Stabilization Reagent (Ambion Inc., Life Technologies) and
kept cold until further processing. Samples for the analyses of
soil properties, microbial biomass and potential enzyme activities
were stored in closed polyethylene bags at 4◦C until analyzed.

SOIL PROPERTIES, MICROBIAL BIOMASS AND EXTRACELLULAR
ENZYME ACTIVITIES
Soil water content was estimated by drying the soil over night at
60◦C and reweighing the samples. Total organic carbon (TOC)
and total nitrogen (TN) contents were determined in dried
(60◦C) and ground samples with an EA IRMS system (EA
1110, CE Instruments, Milan, Italy, coupled to a Finnigan MAT
Delta Plus IRMS, Thermo Fisher Scientific). Microbial C and N
were determined using chloroform-fumigation extraction (Kaiser
et al., 2010). Fumigated and non-fumigated soil samples were
extracted with 0.5 M K2SO4 and analyzed for extracted C and
N on a TOC/TN analyzer (LiquicTOC II, Elementar, Germany).
Microbial C and N were calculated as the difference in C and N
concentrations between fumigated and non-fumigated samples.

Potential extracellular hydrolytic and oxidative enzyme activ-
ities involved in the degradation of organic macromolecules
(namely cellulose, chitin, peptides, lignin) were measured accord-
ing to Kaiser et al. (2010) using microplate fluorometric and
photometric assays. The enzymes under study, their acronyms,
function and substrates are listed in Table 1. One gram of sieved
soil was suspended in 100 ml sodium acetate buffer (100 mM, pH
5.5) and ultra-sonicated at low-energy. Potential activities of 1,4-
β-cellobiohydrolase (CBH), 1,4-β-poly-N-acetylglucosaminidase
(chitotriosidase, CHT), β-N-acetylglucosaminidase (NAG), and
leucine aminopeptidase (LAP) were measured fluorometrically
using 4-methylumbelliferyl- (MUF) and aminomethylcoumarin-
(AMC) substrates (Marx et al., 2001; Kaiser et al., 2010).
200 μL of the soil suspension and 50 μL substrate (MUF-β-
D-cellobioside, MUF-N-acetyl-β-D-glucosaminide, MUF-β-D-
N,N′,N′′-triacetylchitotrioside, and L-leucine-7-amido-4-methyl
coumarin, respectively) were pipetted into black microtiter
plates in 5 analytical replicates. For each sample, a stan-
dard curve with methylumbelliferyl was used for calibration
of cellobiosidase, N-acetylglucosaminidase and chitotriosidase,
whereas aminomethylcoumarin was used for calibration of
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Table 1 | Hydrolytic and oxidative extracellular enzymes assayed.

Enzyme Acronym Type/Function Substrate EC number

1,4-β-cellobiohydrolase CBH Hydrolytic, C-acquiring Cellulose 3.2.1.91

1,4-β-poly-N-acetylglucosaminidase
(chitotriosidase)a

CHT Hydrolytic, N-acquiring (also liberates C) Chitin, peptidoglycan 3.2.1.14

β-N-acetylglucosaminidase
(exochitinase)a

NAG Hydrolytic, N-acquiring (also liberates C) Chitin, peptidoglycan 3.2.1.52

Leucine aminopeptidase LAP Hydrolytic, N-acquiring Peptides 3.4.11.1

Phenoloxidase POX Oxidative, C- and N-acquiring Lignin, phenolic and other
complex compounds

1.10.3.2

Peroxidase PER Oxidative, C- and N-acquiring Lignin, phenolic and other
complex compounds

1.11.1.7

aChitotriosidase activity is defined as the random cleavage at internal points in the chitin or peptidoglycan chain. Exochitinase activity is defined as the progressive

action starting at the non-reducing end of chitin or peptidoglycan with the release of chitobiose or N-acetyl-glucosamine units.

leucine amino-peptidase. Plates were incubated for 140 min in
the dark and fluorescence was measured at 450 nm emission at an
excitation of 365 nm (Tecan Infinite M200 fluorimeter). Potential
phenol oxidase (POX) and peroxidase (PER) activities were mea-
sured photometrically using the L-3,4-dihydroxyphenylalanin
(L-DOPA) assay (Sinsabaugh et al., 1999; Kaiser et al., 2010).
Subsamples were taken from the soil suspension (see above)
and mixed with a 20 mM L-DOPA solution (1:1). Samples were
shaken for 10 min, centrifuged and aliquotes were pipetted into
microtiter plates (6 analytical replicates per sample). Half of the
wells additionally received 10 μL of a 0.3% H2O2 solution for
measurement of peroxidase. Absorption was measured at 450 nm
at the starting time point and after 20 h. Enzyme activity was cal-
culated from the difference in absorption between the two time
points.

NUCLEIC ACID PREPARATION FOR QUANTITATIVE PCR
Nucleic acid extractions were conducted according to a mod-
ified bead-beating protocol (Urich et al., 2008). Soil samples
were washed with DEPC-PBS (Diethylpyrocarbonate, 0.1%;
1 × phosphate-buffered saline) to remove the RNAlater.
Approximately 0.5 g of soil was added to a FastPrep™
Lysis Matrix E tube (MP Biomedicals, Solon, OH, USA).
Hexadecyltrimethylammonium bromide (CTAB) extrac-
tion buffer containing 5% CTAB (in 0.7 M NaCl, 120 mM
potassium phosphate, pH 8.0) and 0.5 mL phenol-chloroform-
isoamylalcohol (25:24:1) was added and shaken in a FastPrep
Instrument (MP Biomedicals, Solon, OH, USA) at speed 5–6 for
45 s. After bead beating, the samples were extracted with chloro-
form and precipitated in a PEG 6000/1.6 M NaCl solution. Pellets
were washed with 70% ethanol and re-suspended in molecular
biology grade water. Nucleic acids were further purified using
the CleanAll DNA/RNA Clean-up and Concentration Micro
Kit (Norgen Biotek Corp., Ontario, Canada). Total DNA was
quantified using SybrGreen (Leininger et al., 2006).

QUANTIFICATION OF SSU rRNA GENES BY QUANTITATIVE PCR
Bacterial, archaeal and fungal SSU rRNA genes were ampli-
fied as described previously (Gittel et al., 2014). Briefly, bac-
terial and archaeal SSU rRNA genes were amplified with the
primer set Eub338Fabc/Eub518R (Daims et al., 1999; Fierer et al.,

2005) for Bacteria and Arch519F/Arch908R (Jurgens et al., 1997;
Teske and Sorensen, 2007) for Archaea. Fungal SSU genes were
amplified using the primers nu-SSU-0817-5′ and nu-SSU1196-3′
(Borneman and Hartin, 2000). Product specificity was confirmed
by melting point analysis and amplicon size was verified with
agarose gel electrophoresis. Bacterial and archaeal DNA standards
consisted of a dilution series (ranging from 100 to 108 gene copies
μL−1) of a known amount of purified PCR product obtained
from genomic Escherichia coli DNA and Natrialba magadii DNA
by using the SSU gene-specific primers 8F/1492R and 21F/1492R,
respectively (DeLong, 1992; Loy et al., 2002). Fungal DNA stan-
dards consisted of a dilution series (ranging from 100 to 107

gene copies μL−1) of a known amount of purified PCR product
obtained from genomic Fusarium oxysporum DNA by using the
SSU gene-specific primers nu-SSU-0817-5′ and nu-SSU1196-3′
(Borneman and Hartin, 2000). Samples, standards and non-
template controls were run in triplicates. Detection limits for the
assays (i.e., lowest standard concentration that is significantly dif-
ferent from the non-template controls) were less than 100 gene
copies for each of the genes. For statistical analyses (calculation of
means and deviations per site, One-Way ANOVA), samples below
the detection limit have been assigned a value of half the detection
limit of the respective assay.

NUCLEIC ACID PREPARATION AND BARCODED AMPLICON
SEQUENCING
Nucleic acid extration and bacterial and archaeal SSU rRNA
amplification were performed according to standardized proto-
cols of the Earth Microbiome Project (www.earthmicrobiome.
org/emp-standard-protocols). Amplicons were sequenced on the
Illumina MiSeq platform (Caporaso et al., 2011, 2012). Sequence
data along with MiMARKs compliant metadata are available from
the Qiime database (http://www.microbio.me/emp/, study no.
1034).

SEQUENCE ANALYSIS
Quality filtering of reads was applied as described previously
(Caporaso et al., 2011). Reads were truncated at their first low-
quality base (defined by an “A” or “B” quality score). Reads shorter
than 75 bases were discarded, as were reads whose barcode did not
match an expected barcode. Reads were assigned to operational
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taxonomic units (OTUs) using closed-reference OTU picking
protocol in QIIME version 1.7.0 (Caporaso et al., 2010), with
uclust (Edgar, 2010) being applied to search sequences against a
subset of the Greengenes database version 13_5 (DeSantis et al.,
2006) with reference sequences clustered at 97% sequence iden-
tity. Reads were assigned to OTUs based on their best hit to
this database at greater than or equal to 97% sequence iden-
tity. Reads without a hit were discarded. A major advantage of
this procedure is that the OTUs are defined by trusted reference
sequences. It furthermore serves as a quality control filter: erro-
neous reads will likely be discarded as not hitting the reference
data set. The primary disadvantage is that sequences that are not
already known (i.e., represented in the reference data set) will be
excluded. Taxonomy was assigned by accepting the Greengenes
taxonomy string of the best matching Greengenes sequence.
Alpha and beta diversity analyses were performed on data rarefied
to 17,000 sequences per sample. Principal coordinates analysis
(PCoA) was used to visualize differences between sampling sites
and soil horizons using unweigthed Unifrac distances, a distance
measure between communities using phylogenetic information
(Lozupone and Knight, 2005). To assess differences in commu-
nity structure between sites, soil horizons and replicate pits, a
matrix of Bray-Curtis distances of square-root transformed rela-
tive abundances of each OTU was used for permutational ANOVA
(PERMANOVA). Alpha diversity measures (richness, Shannon
and inverse Simpson indices and evenness) were calculated in
R 2.15.0 (R Development Core Team, 2012) using the packages
vegan (Oksanen et al., 2007) and fossil (Vavrek, 2011). To test for
the presence of a core prokaryotic community and distinct phylo-
types in buried topsoils, we acquired the core OTUs being present
in all buried topsoil samples on the non-rarified data set using the
compute_core_microbiome function in Qiime.

FURTHER STATISTICAL ANALYSES
All analyses were performed in R 2.15.0 (R Development Core
Team, 2012) using the packages vegan (Oksanen et al., 2007),

FactoMineR (Husson et al., 2013), and missMDA (Josse and
Husson, 2013). Prior to One-Way ANOVA, Shapiro-Wilk tests
and Bartlett tests were used to examine whether the condi-
tions of normality and homogeneity of variance were met by
non-transformed data sets as well as transformed data sets (log
transformation: soil properties, biomass and gene abundance
variables, square-root transformation: OTU abundance data).
One-Way ANOVA was followed by Tukey’s HSD test to determine
significant differences between soil horizon (O/A, B, J, and PF) for
each site. Differences were considered significant at P < 0.05.

Principle component analysis (PCA) was used to summa-
rize data on soil properties and microbial biomass. Data were
standardized (zero mean and unit standard deviation), and the
number of dimensions were estimated by cross-validation and
missing values were imputed using the package missMDA (Josse
and Husson, 2013). Canonical correspondence analysis (CCA)
was applied to relate microbial activity (potential enzyme activ-
ities) to differences in community structure (i.e., changes in
relative OTU abundances). Potential enzyme activities were stan-
dardized to zero mean and unit standard deviation. Pearson’s
product–moment correlation (R) was used to assess linkages
between individual OTUs, soil properties and enzyme activities.

RESULTS
SOIL PROPERTIES AND MICROBIAL BIOMASS
Soil samples were collected from three different sites in north-
east Greenland including two sites with typical tundra vegetation
(site 1, n = 15 and site 3, n = 9), and a wet fen site (site 2,
n = 13), and from four different soil horizons at each of these
sites: organic and mineral topsoil (O and A, n = 10), mineral
subsoil (B, n = 8), buried topsoil (J, n = 12), and the permafrost
layer (PF, n = 7). Topsoil horizons exhibited a higher moisture,
TOC and TN content, as well as higher microbial biomass (Cmic,
Nmic) compared to buried topsoils, mineral subsoils and per-
mafrost samples (Table 2). Buried topsoils were characterized by
higher moisture, TOC, TN, Cmic, and Nmic than the mineral

Table 2 | Soil properties and microbial biomassa.

Site Soil Number of Moisture (%) TOC (% dw) TN (% dw) CN ratio Cmic Nmic

group* samples (µmol g−1 dw) (µmol g−1dw)

1 A 5 45.5 ± 8.8 (a) 12.4 ± 4.2 (a) 0.8 ± 0.2 (a) 14.6 ± 1.1 (a) 161.5 ± 76.2 (a) 15.1 ± 8.7 (a)
B 3 21.2 ± 4.5 (b) 2.0 ± 0.8 (bc) 0.1 ± 0.1 (bc) 13.6 ± 0.2 (a) 38.3 ± 13.2 (b) 1.8 ± 0.9 (a)
J 4 36.8 ± 7.1 (ab) 7.6 ± 2.5 (ab) 0.5 ± 0.1 (ab) 14.6 ± 1.9 (a) 59.1 ± 32.1 (ab) 3.1 ± 2.6 (a)

PF 3 24.8 ± 6.9 (b) 0.7 ± 0.2 (c) 0.04 ± 0.03 (c) 18.8 ± 9.2 (a) 33.1 ± 7.4 (ab) 1.0

2 O 3 77.2 ± 4.2 (a) 29.0 ± 2.4 (a) 1.4 ± 0.1 (a) 20.3 ± 1.4 (a) 175.5 (a) 24.6 ± 20.4 (a)
B 3 29.2 ± 5.3 (b) 4.5 ± 2.5 (b) 0.3 ± 0.2 (b) 15.6 ± 0.5 (a) 22.6 ± 9.2 (b) 2.0 ± 1.3 (a)
J 5 70.1 ± 13.0 (a) 17.8 ± 5.4 (c) 1.1 ± 0.5 (a) 18.2 ± 4.3 (a) 62.0 ± 26.2 (b) 3.0 ± 1.3 (a)

PF 2 33.1 ± 11.9 (b) 2.4 ± 2.3 (b) 0.2 ± 0.1 (b) 13.7 ± 2.6 (a) 10.6 ± 2.8 (b) 3.9

3 O 2 42.9 ± 1.8 (a) 17.5 ± 0.2 (a) 0.8 ± 0.0 (a) 21.3 ± 0.3 (a) 316.0 ± 10.4 (a) 29.6 ± 6.3 (a)
B 2 20.1 ± 3.1 (b) 2.3 ± 0.8 (b) 0.2 ± 0.1 (b) 14.8 ± 0.3 (b) 33.5 ± 22.2 (b) 1.9 ± 0.7 (b)
J 3 35.0 ± 5.8 (a) 8.5 ± 2.1 (c) 0.5 ± 0.1 (c) 16.8 ± 1.3 (b) 69.5 ± 63.7 (b) 6.5 ± 7.2 (b)

PF 2 91.2 ± 0.5 (c) 2.4 ± 0.5 (b) 0.2 ± 0.0 (b) 14.6 ± 1.0 (b) 143.2 ± 118.5 (ab) 10.8 (ab)

aMeans and standard deviations were calculated from soil samples classified into each soil group. Small letters in brackets indicate significant differences as

determined by One-Way ANOVA and Tukey’s HSD test.
*Soil samples were grouped according to their total organic carbon (TOC). For details see Table S2 (Supplementary Material).

TOC, total organic carbon; TN, total nitrogen; CN ratio, carbon-to-nitrogen ratio; Cmic, microbial carbon; Nmic, microbial nitrogen.
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subsoils they were embedded in, although these differences were
not significant in all of the sampling sites (Table 2). Moisture,
TOC, and TN in topsoil and buried topsoil samples from site 2
were higher than in the corresponding samples from sites 1 and
3. PCA analysis separated O and A horizons along the first princi-
pal component and placed J horizons at an intermediate position
(Figure S2). B horizons and PF samples were positioned closer
to each other, thus representing higher between-sample similarity
than O, A and J horizons.

ABUNDANCES OF BACTERIA, ARCHAEA AND FUNGI
On average, bacterial SSU rRNA gene abundances per gram dry
soil were highest in topsoil samples and buried topsoils and were
two to four orders of magnitude lower in mineral subsoils and
permafrost samples (Figure 1). In contrast, average fungal SSU
rRNA gene copy numbers were one to two orders of magnitude
higher in topsoils than in buried topsoils. Mineral subsoils did
not show any significant differences in fungal SSU rRNA gene
abundances when compared to buried topsoils, while permafrost

FIGURE 1 | Abundances of Bacteria, Archaea and Fungi shown as

bacterial, archaeal and fungal SSU rRNA gene copy numbers

per gram dry soil and fungal-bacterial (FB) ratios. Note the
difference in scaling of bacterial and fungal vs. archaeal
abundances. Error bars for individual sites represent SD from 2 to

5 samples per soil type. Small letters indicate significant differences
between soil horizons as determined by One-Way ANOVA and
Tukey’s HSD test. P-values indicate overall significant differences. O,
organic topsoil; A, mineral topsoil; B, mineral subsoil; J, buried
topsoil; PF, permafrost layer.
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samples exhibited the lowest fungal abundances. Thus, the dis-
proportion in bacterial and fungal abundances in topsoils and
buried topsoils led to highest fungal-bacterial (FB) ratios in O
horizons (FB = 3.23, Figure 1), and lowest in J horizons (FB =
0.05). Significant differences in FB ratio were found between O
and A topsoil horizons as well as between O and J horizons
(One-Way ANOVA, P < 0.05). Archaeal gene copies followed the
bacterial distribution pattern and were highest in topsoil horizons
and buried topsoils. They were two to three orders of magnitude
lower in mineral subsoils and permafrost samples. The fraction
of archaeal SSU rRNA genes proportionally increased with depth
being lowest in O and A horizons (0.01% of the total number
of prokaryotic SSU rRNA gene copies) and highest in permafrost
samples (0.4%).

General observations as described above were also apparent for
the individual sampling sites, including highest bacterial, archaeal
and fungal abundances in topsoils and buried topsoils, and lower
abundances in subsoils and permafrost samples (Figure 1). While
differences in bacterial and archaeal SSU rRNA gene abundances
were significant at sites 1 and 3, differences at site 2 were only
minor or not significant (Figure 1). Fungal SSU rRNA abun-
dances at site 2 were significantly higher in topsoils than in any
other horizon. At site 3, fungal abundance was significantly lower
in permafrost samples than in topsoil and subsoil horizons as well
as buried topsoils. Differences in FB ratios between horizons were
not significant (Figure 1).

Similar patterns in bacterial, archaeal and fungal SSU rRNA
gene distributions were found when soil organic carbon (OC)
was taken into account (Figure S3). However, differences in
gene abundances per gram OC between soil horizons were less
pronounced when compared to calculations on the dry weight
basis (represented by lower P-values or insignificant differences,
Figure S3).

DIFFERENCES IN PROKARYOTIC COMMUNITY COMPOSITION AND
DIVERSITY BETWEEN SITES AND HORIZONS
Twenty-seven samples covering the four different soil hori-
zons (O and A, B, J, and PF) were subjected to Illumina tag
sequencing of the V4 SSU rRNA gene region (sequence and
metadata available from http://www.microbio.me/emp/, study
no. 1034). Sequencing was successful for 20 of these samples
(Table 3, Table S3) and yielded a total of 1,975,888 bacterial
and archaeal SSU rRNA gene sequences after extensive read-
quality filtering (see Materials and Methods for details) with
86% being taxonomically classified using closed-reference OTU
picking. Bacterial and archaeal sequences clustered in 10,309
OTUs, representing 157 classes (147 bacterial and 10 archaeal)
within 55 phyla (including 30 candidate phyla). The domi-
nant phyla were Proteobacteria (α, β, δ, and γ), Acidobacteria,
Actinobacteria, Verrucomicrobia, Bacteroidetes, and Firmicutes
accounting for ∼84% of all sequences (Figure 2). In addition,
Chloroflexi, Gemmatimonadetes, Planctomycetes, Cyanobacteria,
and Nitrospirae were present in all soil horizons, but at lower
abundances (∼12% of all sequences), and 38 other rare phyla
(<0.5% each) were identified. Rare phyla included archaeal taxa
that represented 0.3% of all sequence reads. The majority of
archaeal reads was assigned to the classes Methanomicrobia and
Methanobacteria within the Euryarchaeota comprising 39.8% of
all archaeal reads. For site 2, sequence reads assigned to archaeal
taxa comprised 0.9% of all reads obtained from site 2 samples,
whereas they only accounted for 0.05 and 0.01% at sites 1 and
3, respectively (Figure 2). This finding was in line with lower
archaeal SSU rRNA gene abundances at sites 1 and 3 than at
site 2 (as determined by qPCR). Furthermore, the majority of
sequences retrieved from site 2 was affiliated with methanogenic
taxa of the families Methanosarcinaceae, Methanobacteriaceae,
and Methanosaetaceae in the phylum Euryarchaoeta, whereas

Table 3 | Sequencing statistics, diversity and evenness estimatesa.

Site Soil Number Number of Classified Number Chao1 Shannon Inverse Pielou’s

group of samples sequences (%) of OTUs simpson evenness

1 A 3 297648 85.0 3262 ± 231 (a) 4209 ± 291 (a) 6.36 ± 0.11 (a) 175.4 ± 41.2 (a) 0.79 ± 0.01 (a)

B 2 113553 87.1 1402 ± 469 (a) 2095 ± 392 (a) 5.78 ± 0.19 (a) 129.4 ± 11.8 (a) 0.80 ± 0.02 (a)

J 2 477139 85.6 2591 ± 3335 (a) 3394 ± 4035 (a) 4.93 ± 1.98 (a) 89.5 ± 91.6 (a) 0.70 ± 0.07 (a)

PF 0 ns ns ns ns ns ns ns

2 O 1 113205 80.3 3126 (a) 4133 (a) 6.18 (a) 138.4 (a) 0.77 (a)

B 2 185477 87.9 851 ± 336 (b) 1422 ± 233 (b) 4.12 ± 0.45 (ab) 20.4 ± 11.2 (b) 0.61 ± 0.03 (a)

J 3 272337 86.7 1131 ± 282 (b) 1780 ± 479 (b) 4.62 ± 0.33 (ab) 35.0 ± 13.0 (b) 0.66 ± 0.07 (a)

PF 1 35414 91.1 274 (b) 530 (b) 3.49 (b) 22.6 (b) 0.62 (a)

3 O 2 207447 85.3 3803 ± 240 (a) 4928 ± 321 (a) 6.64 ± 0.03 (a) 250.0 ± 16.8 (a) 0.81 ± 0.01(a)

B 1 59861 88.3 483 (a) 877 (a) 4.38 (a) 51.8 (a) 0.71 (b)

J 2 169150 85.0 2391 ± 1755 (a) 3300 ± 2004 (a) 6.10 ± 0.57 (a) 166.4 ± 69.2 (a) 0.80 ± 0.01 (a)

PF 1 44657 89.6 619 (a) 1203 (a) 4.48 (a) 36.1 (a) 0.70 (b)

aMeans and standard deviations were calculated from replicate soil samples classified into the respective soil group at the respective site. Detailed data for each

soil sample can be found in Table S3 (Supplementary Material). Small letters in brackets indicate significant differences as determined by One-Way ANOVA and

Tukey’s HSD test.

Ns, sequencing not successful.
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FIGURE 2 | Community structure as revealed from Illumina tag

sequencing of the prokaryotic V4 region of the SSU rRNA gene. Left

panels: Percentage of OTUs affiliated to bacterial phyla, candidate divisions
and proteobacterial classes (only shown if they represented at least 1% of all
sequences in any of the samples). Right panels: Percentage of archaeal
phyla, candidate divisions and classes. Cand. div., candidate division; MBGA,

marine benthic group A; MBGB, marine benthic group B; MCG,
miscellaneous crenarchaeotal group; DSEG, deep sea euryarchaeotal group;
O, organic topsoil; A, mineral topsoil; B, mineral subsoil; J, buried topsoil; PF,
permafrost layer. Note the difference in scaling of archaeal reads for site 2.
(More detailed information the relative abundance of bacterial and archaeal
classes in Table S3).

members of the Thaumarchaeota and several other non-
methanogenic archaea dominated at sites 1 and 3 (Figure 2).

To test whether different sites and/or soil horizons harbor dis-
tinct communities, we applied PERMANOVA and PCoA. A Bray-
Curtis distance matrix of square-root transformed, relative OTU
abundances was analyzed by PERMANOVA in a three-factor
design to test for differences between sampling sites, soil hori-
zons and replicate soil pits. Significant differences were returned
for sampling site (Pseudo-F = 10.27, p(perm) = 0.001) and soil
horizon (Pseudo-F = 6.12, p(perm) = 0.007), but not for the

soil pit factor (Pseudo-F = 2.42, p(perm) = 0.097). No interac-
tions between factors (site, horizon, pit) were apparent (P > 0.05
in all instances). PCoA based on unweighted UniFrac distances
was used to visualize clusters of similar communities according to
sampling site, soil horizon and soil pit (Figure 3). Most signifi-
cant differences were found between sampling sites (Pseudo-F =
29.96, p(perm) = 0.001), followed by soil horizons (Pseudo-
F = 22.03, p(perm) = 0.002), and soil pits (Pseudo-F = 5.93,
p(perm) = 0.025). Topsoil samples from sites 1 and 3 formed a
distinct cluster that also included two out of four of the buried soil
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FIGURE 3 | Phylogenetic dissimilarity between individual soil samples

as assessed by principal coordinate analysis (PCoA) based on

unweighted UniFrac distances. Sites are represented by symbols (site 1,
triangles; site 2, squares; site 3, circles), soil horizons are color-coded (O
and A, topsoils: white; B, subsoils: green; J, buried topsoils: red; PF,
permafrost layer: black).

samples from these sites (samples A4 and G4), but excluded top-
soil and buried topsoil samples from site 2 (Figure 3). In contrast,
buried topsoils from site 2 formed a distinct cluster and were thus
separated from the corresponding topsoil sample as well as from
samples from sites 1 and 3 (Figure 3). Subsoil and permafrost
samples did not show consistent clusters according to sampling
site and/or soil horizon.

Species richness and diversity were generally higher in topsoils
than in buried topsoils, mineral subsoil horizons and the under-
lying permafrost (Table 3). However, this difference was only
significant at site 2 (One-Way ANOVA, P < 0.05). Samples from
buried topsoils at sites 1 and 3 were highly variable in species rich-
ness and diversity resulting in statistically insignificant differences
between horizons (Table 3).

POTENTIAL ENZYME ACTIVITIES AND CORRELATIONS WITH
MICROBIAL COMMUNITY STRUCTURE
Potential hydrolytic enzyme activities (per gram dry soil) were
highest in topsoil samples (O and/or A), followed by buried top-
soils, mineral subsoils and permafrost samples (Figure 4). This
difference was significant for CBH, CHT, LAP, and to some extent
for NAG (One-Way ANOVA, P < 0.05). Potential NAG activ-
ity was similarly high in topsoil and buried topsoil samples and
significantly lower in mineral subsoils and permafrost samples.
Potential oxidative enzyme activities were highest in samples from
topsoils (O) and buried topsoils (Figure 4). However, due to the
high variability between sampling sites, differences in POX and
PER activities in topsoils, mineral subsoils and permafrost sam-
ples were not significant (One-Way ANOVA, P > 0.05). Potential
POX and PER activities were significantly higher in active layer

samples from site 2 compared to the corresponding soil samples
from sites 1 and 3 (One-Way ANOVA, P > 0.05, Figure 4, Table
S4). In contrast, only few significant differences were found for
the potential hydrolytic enzyme activities in samples from the
same soil horizon at the different sites (Figure 4, Table S4).

When potential enzyme activities were calculated per gram
organic carbon (OC), differences between horizons became
smaller and less significant for hydrolytic enzymes Figure S4).
For oxidative enzymes, the pattern changed to mineral subsoils
(and permafrost samples) exhibiting a higher potential activ-
ity on a per gram OC basis than topsoils and buried topsoils.
Differences for same soil horizons at the different sites got less
pronounced for oxidative enzyme activities and did not show a
clear pattern for hydrolytic enzymes (Table S5).

CCA was used to examine whether potential enzyme activities
were correlated to changes in community structure (Figure 5).
The first three axes of the model explained 77% of the total varia-
tion within the OTU abundance data in relation to the six enzyme
activities measured. Samples from site 2 were separated from sam-
ples from sites 1 and 3 along the first axis (CC1). POX and PER
activities exerted the strongest positive influence on axis 1. It
was furthermore indicated that the spatial distribution of sev-
eral classes within the Actinobacteria (e.g., class Actinobacteria)
and the Bacteroidetes (e.g., class Bacteroidia), as well as putatively
anaerobic members of the Firmicutes (Clostridia), the Chloroflexi
(Anaerolinea, Dehaloccoidetes), and methanogenic Euryarchaeota
(Methanomicrobia) were positively correlated with potential POX
and PER activities (Figure S5).

DISTRIBUTION OF SELECTED TAXA ASSOCIATED WITH KNOWN
FUNCTIONS
Sequences matching putative anaerobic taxa (e.g., fermenters,
sulfate reducers, metal reducers, methanogens) were highly abun-
dant in the wet fen site accounting for up to 38% of all sequences
in the O horizon (Figure 6). While the relative contribution
of these taxa to the total community was similarly high in
all horizons at site 2 (except for the permafrost sample), their
proportion increased with depth at sites 1 and 3 (Figure 6).
Here, there relative abundance increased from 2.32% in the O
horizons to 9.8% in the permafrost (averaged over all sam-
ples from the respective horizons at these sites). Methanogenic
archaea were particularly abundant at the wet fen site (0.5–
1.3% in the active layer horizons). A high diversity of aerobic
methane-oxidizing bacteria (MOB) was found at all sites and in
all horizons and included MOB of type I (Methylococcaceae) and
type II (Methylobacteriaceae, Methylocystaceae, Beijerinckaceae),
and the recently described Methylacidiphilae within the phylum
Verrucomicrobia (Table S3). Type I MOB were more abundant
than type II MOB in mineral soil horizons in the active layer (38
vs. 18% of all MOB, respectively). Type II MOB predominated
in topsoils and buried topsoils (38 and 46% of all MOB, respec-
tively) together with a large fraction of putative methanotrophic
Verrucomicrobia (52 and 40% of all MOB, respectively).

DISCUSSION
The top permafrost in northeastern Greenland is thawing at
present, making stored carbon prone to microbial decomposi-
tion and potentially leading to an increased future release of CO2
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FIGURE 4 | Potential extracellular enzymes activities calculated per gram

dry soil. Means and standard deviations were calculated from soil samples
classified into each soil group. Small letters indicate significant differences
between soil horizons as determined by One-Way ANOVA and Tukey’s HSD
test. CBH, 1,4-β-cellobiohydrolase; CHT, 1,4-β-poly-N-acetylglucosaminidase;
NAG, β-N-acetylglucosaminidase; LAP, leucine aminopeptidase; POX, phenol

oxidase; PER, peroxidase; MUF, 4-methylumbelliferyl; AMC,
aminomethylcoumarin; DOPA, L-3,4-dihydroxyphenylalanin; O, organic topsoil;
A, mineral topsoil; B, mineral subsoil; J, buried topsoil; PF, permafrost layer.
For NAG activity, an overall significant P-values was obtained, but no
siginifcant pairwise-differences between horizons were found (lowest
pairwise P-values for O vs. B: 0.058, and O vs. PF: 0.067).

and CH4 (Elberling et al., 2013). However, the knowledge on
microbial communities in permafrost-affected soils in Greenland
is rather scarce, restricted to only few sampling sites (Ganzert
et al., 2014) and limited to certain physiological or functional
guilds (such as methanotrophs) (Bárcena et al., 2011). Thus, our
study provides valuable information on the structure, diversity
and SOM degradation potential of microbial communities in
permafrost-affected soils, and thereby contributes to the under-
standing of the impact of climate warming on microorganisms
and vice versa (Graham et al., 2012; Jansson and Tas, 2014).

Our findings support recent studies in the Siberian Arctic that
described microbial communities in topsoils buried by cryoturba-
tion as distinct from unburied topsoil communities (Gittel et al.,
2014; Schnecker et al., 2014). Fungal-bacterial ratios differed sig-
nificantly between organic (O) and mineral (A) topsoil horizons
as well as between topsoils (O) and buried topsoils (J), being

lowest in the latter. This corroborated the hypothesis that fungi
play a critical role in the delayed decomposition of SOM in buried
topsoils (Gittel et al., 2014; Schnecker et al., 2014). However, in
contrast to the strong effect of soil horizon on the beta diver-
sity in permafrost-affected soils from Siberia (Gittel et al., 2014),
buried topsoils from Greenland were more heterogeneous both
in diversity, abundance and enzymatic activities. For instance,
the bacterial core community (OTUs present in all buried top-
soil samples) consisted of only twenty-one OTUs comprising
members of the phyla Acidobacteria, Actinobacteria, Bacteroidetes,
Chloroflexi, Firmicutes, and the α-, β-, δ-Proteobacteria. This core
community accounted for 4.5, 15.0, and 3.4% of the total com-
munity at sites 1, 2, and 3, respectively. The most abundant OTU
(Greengenes OTU ID 637267) in buried topsoils was affiliated
with the family Intrasporangiaceae (Actinobacteria). Its abundance
was particularly high in buried topsoils from site 2 (8.3% of the

www.frontiersin.org October 2014 | Volume 5 | Article 541 | 9

http://www.frontiersin.org
http://www.frontiersin.org/Terrestrial_Microbiology/archive


Gittel et al. Microbial communities in arctic soils

FIGURE 5 | Canonical correspondence analysis (CCA) of potential

enzymatic activities’ interactions with changes of the relative

abundance of taxonomically classified OTUs. CBH,
1,4-β-cellobiohydrolase; CHT, 1,4-β-poly-N-acetylglucosaminidase; NAG,
β-N-acetylglucosaminidase; LAP, leucine aminopeptidase; POX, phenol
oxidase; PER, peroxidase. Sites are represented by symbols (site 1,
triangles; site 2, squares; site 3, circles), soil horizons are color-coded (O
and A, topsoils: white; B, subsoils: green; J, buried topsoils: red; PF,
permafrost layer: black).

total community). Although this OTU was also present in 90%
of all other soil samples, it only accounted for an average of 1.7%
to the total community in non-buried topsoils, mineral subsoils
and permafrost samples. Members of the Intrasporangiaceae also
constituted a major fraction of the prokaryotic community in
mineral subsoils and buried topsoils from the Siberian Arctic,
where they accounted for up to 30 and 47% of the total com-
munity, respectively (Gittel et al., 2014). It has been hypothesized
that members of this family have adapted to the low availability
of carbon and energy sources and the harsh abiotic conditions in
permafrost-affected soils and cryoenvironments explaining their
ubiquitous distribution in these habitats (Hansen et al., 2007;
Steven et al., 2008; Yergeau et al., 2010; Yang et al., 2012). Recent
studies suggested that they are able to degrade cellulose, cellobiose
(which is a product of enzymatic cellulose hydrolysis), and lignin
in agricultural soils (Schellenberger et al., 2010; Giongo et al.,
2013). Indeed, CCA analysis indicated a linkage between the dis-
tribution of the class Actinobacteria and the potential activity
of peroxidases and phenol oxidases (Figure S5). This supports
the hypothesis that Actinobacteria might significantly contribute
to lignin degradation and transformation in periodically anoxic
environments (e.g., water-logged soil horizons), where fungal
degradation activities are restricted (Boer et al., 2005; DeAngelis
et al., 2011; Gittel et al., 2014). Growing molecular evidence
furthermore points to the ecological importance of bacterial lac-
cases, the probably largest class of phenol oxidases, as they were
found to be highly diverse and present in a wide range of bacte-
rial phyla, amongst others including Actinobacteria, Acidobacteria,
Bacteroidetes, Firmicutes, Proteobacteria, and Verrucomicrobia, as
well as in archaea (Nakamura et al., 2003; Ausec et al., 2011a,b;
Freedman and Zak, 2014). It has been argued that bacterial laccase

FIGURE 6 | Relative abundance of presumably anaerobic taxa (left

panels) and taxa putatively involved in methane cycling (right panels).

Left panels: Presumably anaerobic taxa including strict fermenters
(Clostridiales, Bacteroidales), syntrophs (Syntrophomonadaceae,
Syntrophaceae, Syntrophobacteraceae), dehalo respirers (Dehalo;
Anaeromyxobacter), sulfate reducers (SRB; Desulfobacteraceae,
Desulfobulbaceae, Desulfohalobiaceae, Desulfovibrionaceae), and metal
reducers (FeR; Desulfuromonadaceae, Geobacteraceae, Pelobacteraceae).
Right panels: Methanogenic archaea (Methanobacteria, Methanomicrobia,
and Thermoplasmata affiliated with Methanomassiliicoccaceae) and
methanotrophic bacteria (MOB I + II types, and Verrucomicrobia affilated
with Methylacidiphilae).

expression might be more efficient compared to fungal laccases
due to the lack of introns and posttranslational modifications
(Ausec et al., 2011b) and that both their diversity and activity
in soils might be much greater than that of their fungal equiv-
alent (Kellner et al., 2008). Potential oxidative enzyme activities
(per gram dry soil) did not show significant differences between
soil horizons and thus did not follow the change in community
composition, and the decrease in fungal and bacterial abundances
and total microbial biomass with depth (Figure 4). This might
either suggest that the abundance, and by extension the activity,
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of fungi producing these enzymes did not change with depth,
and that the decrease in total fungal abundance resulted from a
decreased abundance of saprothrophic fungi. The latter have pre-
viously been shown to be correlated to the activity of hydrolytic
enzymes and thus linked to soil properties such as C, N, and
moisture (Talbot et al., 2013). It might however also indicate
that bacteria of the above mentioned phyla resume and more
efficiently express oxidative enzyme activities, while ectomycor-
rhizal fungi decreased with depth as a result of lacking plant
support, e.g., root exudates (Talbot et al., 2008; Gittel et al., 2014).
Furthermore and in contrast to hydrolytic enzymes, both phenol
oxidases and peroxidase unspecifically catalyze reactions that do
not necessarily lead to the acquisition of carbon and nutrients,
e.g., mitigation of toxicity of phenols and metals, or antimicro-
bial defense (Sinsabaugh, 2010). Thus, soil chemistry (i.e., organic
matter content) had less of an effect on their activity resulting in
insignificant differences between soil horizons (Figure 4).

We found a pronounced effect of the sampling site and con-
comitant abiotic factors on community composition (Figures 2,
3, Figure S2), with the wet fen site (site 2) being a putative hot
spot for anaerobic degradation processes such as methanogenesis
and fermentation (Figure 6). A large variety of presumably anaer-
obic taxa including strict fermenters, syntrophs, sulfate reducers,
and metal reducers showed particularly high relative abundances
in the active layer of the wet fen site presumably favored by high
moisture and low oxygen levels (Figure 6). In accordance with a
recent metagenomic study on arctic peat soil (Lipson et al., 2013),
putative members of these functional guilds were also detected
in permafrost samples suggesting that the respective processes
occur both in the active layer and the underlying permafrost. With
increasing temperatures in the Northern Latitudes and deepening
of the active layer, higher soil moisture and lower oxygen levels
will become more prevalent leading to shifts in microbial commu-
nity composition and functionality toward anaerobic degradation
processes (Allan et al., 2014; Frank-Fahle et al., 2014).

Net methane release from arctic soils is regulated by the bal-
ance between methane production by anaerobic methanogenic
archaea and its conversion to CO2 by primarily aerobic methane-
oxidizing bacteria (Liebner et al., 2009; Graef et al., 2011; Allan
et al., 2014). Both activities are affected by a variety of envi-
ronmental factors such as temperature, water table depth, sub-
strate availability and redox potential, and their balance will
eventually determine whether arctic soils act as a source or
a sink for methane. Both hydrogenotrophic and acetoclastic
methanogens were found in the active layer of all our sampling
sites, but were particularly abundant at the wet fen site (Figure 6).
Significantly higher moisture and thus lower oxygen levels in the
active layer of site 2 probably provided more favorable condi-
tions for methanogens than at sites 1 and 3. Members of the
Methanobacteriales and the Methanomicrobiales (using H2/CO2

for methanogenesis) dominated in the topsoil horizons, whereas
Methanosarcinales dominated in mineral subsoils. The latter are
able to generate methane from a broad range of substrates includ-
ing acetate, H2/CO2 and methylated compounds (e.g., methanol).
This depth-related succession from a hydrogenotrophic to a
metabolically more flexible methanogenic community has been
found in other permafrost environments, such as arctic wetlands

and peat soils, and has been attributed to advantages in the com-
petition for substrates and their independence from syntrophic
interactions (Høj et al., 2005; Tveit et al., 2012; Lipson et al., 2013;
Frank-Fahle et al., 2014).

In line with previous reports from various cold environments
(Liebner et al., 2009; Yergeau et al., 2010; Tveit et al., 2012),
type I MOB outnumbered type II MOB in mineral soil hori-
zons in the active layer, while type II MOB predominated in
topsoils and buried topsoils together with a large fraction of puta-
tive methanotrophic Verrucomicrobia (52 and 40% of all MOB,
respectively). Together with few other studies (Barbier et al., 2012;
Martineau et al., 2014), our results thus indicated that MOB
diversity was much larger than expected and—depending on the
soil horizon and its properties—is clearly not restricted to type
I MOB. However, the environmental factors (pH, CH4 partial
pressure, soil temperature) determining the dominance of one
or the other MOB type, the balance between methane oxidation
and methanogenesis and the ecological implications for arctic
environments need further research.

The collective results presented here shed light on the highly
diverse microbial communities in permafrost-affected soils in
Northeast Greenland, their enzymatic degradation potential and
the distribution of functional guilds involved in the anaero-
bic degradation of SOM (fermentation, methanogenesis). Site-
specific differences were apparent between the typical tundra sites
and the wet fen site, the latter being a potential hot spot for degra-
dation activities. In addition, shifts in community composition
between unburied and buried topsoils (decrease in fungal abun-
dance and a predominance of Actinobacteria and other potential
bacterial laccase producers) and stable oxidative enzyme activities
with depth supported the hypothesis that bacteria might resume
the role of fungi in the degradation of phenolic compounds such
as lignin.
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contributed with data on microbial biomass. Jörg Schnecker and
Birgit Wild determined enzyme activity potentials and soil geo-
chemical properties. Samples were collected by Christina Kaiser
and Andreas Richter. Antje Gittel performed all statistical analy-
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a b s t r a c t

Arctic permafrost soils contain large stocks of organic carbon (OC). Extensive cryogenic processes in
these soils cause subduction of a significant part of OC-rich topsoil down into mineral soil through the
process of cryoturbation. Currently, one-fourth of total permafrost OC is stored in subducted organic
horizons. Predicted climate change is believed to reduce the amount of OC in permafrost soils as rising
temperatures will increase decomposition of OC by soil microorganisms. To estimate the sensitivity of OC
decomposition to soil temperature and oxygen levels we performed a 4-month incubation experiment in
which we manipulated temperature (4e20 �C) and oxygen level of topsoil organic, subducted organic
and mineral soil horizons. Carbon loss (CLOSS) was monitored and its potential biotic and abiotic drivers,
including concentrations of available nutrients, microbial activity, biomass and stoichiometry, and
extracellular oxidative and hydrolytic enzyme pools, were measured. We found that independently of the
incubation temperature, CLOSS from subducted organic and mineral soil horizons was one to two orders
of magnitude lower than in the organic topsoil horizon, both under aerobic and anaerobic conditions.
This corresponds to the microbial biomass being lower by one to two orders of magnitude. We argue that
enzymatic degradation of autochthonous subducted OC does not provide sufficient amounts of carbon
and nutrients to sustain greater microbial biomass. The resident microbial biomass relies on allochth-
onous fluxes of nutrients, enzymes and carbon from the OC-rich topsoil. This results in a “negative
priming effect”, which protects autochthonous subducted OC from decomposition at present. The
vulnerability of subducted organic carbon in cryoturbated arctic soils under future climate conditions
will largely depend on the amount of allochthonous carbon and nutrient fluxes from the topsoil.

© 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

Soils in permafrost areas contain an estimated ~1300± 200 Pg of
organic carbon (OC), of which ~500 Pg resides in non-permafrost
soils or in deeper taliks or is seasonally thawed (i.e. in the “active
layer”), while ~800 Pg is perennially frozen (Hugelius et al., 2014).
Much of this OC is predicted to be vulnerable to extensive
decomposition under warming climate conditions of the northern
circumpolar region (Davidson and Janssens, 2006; Zimov et al.,
2006; Schuur et al., 2008, 2009). Several studies in the arctic
have already shown increasing carbon loss from upper top and
permanently frozen soil horizons under higher temperatures
(Oechel et al., 1993; Schuur et al., 2009; Sch€adel et al., 2014). As well
as rising temperatures, recent model scenarios predict an increase
of precipitation and the occurrence of more numerous anaerobic
sites, which can lead to methane production and release of addi-
tional carbon from permafrost-affected soils (Olefeldt et al., 2013).
Therefore, both aerobic and anaerobic carbon transformation pro-
cesses need to be included in predictions of OC vulnerability to
decomposition.

Permafrost soils are extensively affected by cryogenic processes
(repeated freeze and thaw cycles of the active layer), which result in
subduction of carbon rich topsoil organic horizons deeper into the
soil profile (Bockheim and Tarnocai, 1998). The amount of OC in
subducted organic horizons can make up 90% of total OC in the first
meter of soil (Bockheim, 2007), and in total it represents approxi-
mately one-fourth of all OC currently stored in permafrost soils
(Harden et al., 2012). Recent data indicates lower OC quality and
distinctly different microbial community composition and enzyme
activities of subducted organic horizons in comparisonwith topsoil
organic horizons (Harden et al., 2012; Gittel et al., 2014; Schnecker
et al., 2014; Gentsch et al., 2015a, 2015b), which presumably is the
cause of the retarded decomposition of subducted OC previously
observed (Kaiser et al., 2007; Wild et al., 2014). As a result, the age
of organic C in cryoturbated organic pockets could reach several
thousand years (Bockheim, 2007; Kaiser et al., 2007; Hugelius et al.,
2014; Palmtag et al., 2015). Although the effects of temperature and
oxygen level on the rate of OC decomposition are generally well
studied and many investigations have documented significant
positive effects of both, specific studies on subducted OC are still
scarce (Sch€adel et al., 2014).

Without a direct manipulation study, the vulnerability of sub-
ducted OC decomposition to warming is currently impossible to
predict from these findings. The effect of temperature on OC
decomposition is not uniform across published studies because it is
confounded by other factors such as oxygen level, OC quality, nu-
trients, microbial physiology and enzymatic performance (e.g.
Giardina and Ryan, 2000; Brown et al., 2004; Hyvonen et al., 2005;
Conant et al., 2008; Allen and Gillooly, 2009; Allison et al., 2010;
Davidson et al., 2012; Steinweg et al., 2013). Because of such
multifactorial control, no general mechanism of the temperature
effect on OC decomposition has become widely accepted
(Reichstein et al., 2005; Agren andWetterstedt, 2007; Allison et al.,
2010; Sierra, 2012). According to kinetic theory, the temperature
sensitivity of OC decomposition is a function of OC quality (Knorr
et al., 2005; Davidson and Janssens, 2006; Conant et al., 2008).
The lower the OC quality, the higher is the temperature sensitivity
as the decomposition of low quality OC requires more energy. Ac-
cording to metabolic theory, the temperature sensitivity of OC
decomposition is determined by the temperature sensitivity of
heterotrophic microbial metabolism and thus is independent of OC
quality per se (Allen et al., 2005; Yvon-Durocher et al., 2012).
Variability in temperature sensitivity of OC decomposition depends
entirely on changes in the amount and physiology of microbial
biomass, whichmight be induced by amultitude of different factors
(for example, OC quality change). When estimating the effects of
temperature and other abiotic or biotic factors on OC decomposi-
tion, it is necessary to include not only the effect of OC quality but
also effects on microbial activity.

The main objective of the present study was to estimate the
temperature sensitivity of OC decomposition in a subducted
organic horizon under aerobic and anaerobic conditions and
identify key factors determining this sensitivity. We hypothesize
that the observed distinctly different composition of microbial
communities, low OC quality and inadequate enzymatic activities
in the subducted organic horizon pose the barrier for OC utilization
by microbial biomass. We expect the increase of OC depolymer-
ization by extracellular enzymes leading to an increase of carbon
and nutrient supply to microbial biomass and its increase at higher
temperatures. This will result in higher temperature sensitivity of
OC decomposition in comparison with regular soil horizons. We
further expect slower decomposition of subducted OC and lower
temperature sensitivity under anaerobic conditions. To test these
hypotheses we set up a 4-month incubation experiment, in which
we manipulated the temperature and oxygen level of subducted
organic, upper organic and lower mineral horizons. We determined
soil carbon loss and the potential biotic and abiotic drivers of OC
decomposition, including concentrations of available nutrients,
microbial activity and its biomass and stoichiometry, and extra-
cellular oxidative and hydrolytic enzyme pools.

2. Materials and methods

2.1. Soil sampling and preparation

Soil samples for the incubation experiment were collected from
a shrubby moss tundra site on the Taymir peninsula, Russia
(72�29.570N, 101�38.620E). This area is within a continuous
permafrost zone. Active layer depth at the sampling site reached
65e90 cm in August 2011. Vegetation was dominated by Cassiope
tetragona, Carex arctisibirica and Aulacomnium turgidum. The soil
was classified as fine loamy to coarse loamy Typic Aquiturbel ac-
cording to the US Soil Taxonomy (Soil Survey Staff, 1999) or as
Turbic Cryosol according to the World Reference Base for Soil Re-
sources (IUSSWorking GroupWRB, 2007). Bulk samples from three
different horizons within the active layer were collected: topsoil
organicmaterial from an OA horizon at the surface (further referred
to as O horizon), subducted organic material from an Ajj horizon,
and mineral subsoil material from the BCg horizon, the latter two
from a depth of 50e70 cm. The mineral subsoil material sampled
did not include cryoturbated organic material. Living roots were
removed from bulk samples after sampling and soil material was
kept at 4 �C until processing. Bulk soil material was homogenized
before the start of the laboratory incubation and assessed for basic
chemical, physical and microbial characteristics (Table 1).

2.2. Incubation setup

A 19 week-long incubation experiment was performed for each
soil horizon (O, Ajj and BCg) at three different temperatures (4, 12
and 20 �C) and three moisture levels (50, 80 and 100% of water
holding capacity; WHC) in four replicates. The two lower moisture
treatments (50 and 80% WHC) used aerobic conditions, whereas
the 100% WHC treatment used anaerobic conditions. Aerobic
treatments were regularly flushed with moist air to maintain the
oxygen concentration at the atmospheric level and to avoid oxygen
limitation. For the anaerobic treatment, the headspaces of the in-
cubation bottles were maintained anoxic by filling themwith a He/
CO2 mixture (5% CO2, 95% He). A CO2 concentration of 5% was
chosen to correspond with CO2 concentrations commonly detected



Table 1
Basic physical (BD e bulk density, CECe cation exchange capacity, d 13C e soil carbon isotopic signature), chemical (pHH2O e pH inwater, pHKCl e exchangeable pH, OCe total soil
organic carbon, NTOT e total soil nitrogen, CEX e K2SO4 extractable organic carbon, DON e K2SO4 extractable organic nitrogen, NH4

þ e K2SO4 extractable ammonium, NO3
� e

K2SO4 extractable nitrates, PEX e NaHCO3 extractable phosphorus) and microbial (CMB emicrobial carbon, NMB emicrobial nitrogen, PMB emicrobial phosphorus) characteristics
as well as stoichiometric parameters (C:NTOT e total soil organic carbon to total soil nitrogen ratio, C:NMBe microbial carbon to nitrogen ratio, C:PMB e microbial carbon to
phosphorus ratio) for organic (O), subducted organic (Ajj) andmineral (BCg) horizons. Numbers listed in the table aremeans with standard deviations in italic (n¼ 3). The label
u.d. indicates a value below the detection limit of the method. The values where no standard deviations are listed were measured without replication.

Horizon pHH2O pHKCl BD CEC OC NTOT d 13C CEX CMB

g cm�3 meq kg�1 % % [‰] vs. PDB mmol g�1

O 6.2 5.8 1.2 276.8 11.58 0.57 �27.62 28.18 174.07
0.1 17.4 0.23 0.01 0.17 2.36 3.19

Ajj 6.3 6.3 1.4 150.5 3.97 0.15 �27.56 3.76 10.57
0.2 0.8 0.07 0.00 0.17 0.76 0.50

BCg 6.7 6.6 1.8 105.2 0.58 0.03 �26.84 1.22 2.21
0.3 4.4 0.01 0.00 0.25 0.73 0.36

Horizon DON NH4
þ NO3

� NMB PEX PMB C:NTOT C:NMB C:PMB

mmol g�1 mol mol�1

O 7.25 1.99 0.09 9.33 0.21 2.82 20.42 18.66 61.69
0.09 0.00 0.00 0.09 0.01 0.07 0.21 0.47 2.43

Ajj u.d. 0.29 0.16 0.65 0.24 0.15 26.18 16.42 73.97
0.00 0.00 0.06 0.01 0.04 0.32 1.98 16.92

BCg u.d. 0.29 0.03 0.20 0.06 0.01 18.67 11.72 160.70
0.00 0.00 0.07 0.00 0.01 0.67 4.28 49.23
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in anaerobic soils (Nobel and Palta, 1989). As a control, one bottle
per temperature and oxygen treatment was incubated without soil.
A more detailed description of the incubation setup is given in
Supplementary Material and methods.

2.3. Gas analyses

Incubation bottles were kept closed during the whole incuba-
tion. CO2 and CH4 accumulation and O2 consumption were
measured weekly for the first 3 weeks and then bi-weekly during
the rest of the incubation period (11 times in total). After deter-
mination of accumulated CO2 and CH4 and consumed O2, bottles
were flushed with ambient air (aerobic bottles) or with 100% He
amended with 5% CO2 (anaerobic bottles). All three gases were
measured again approx. 1 h after flushing to acquire starting con-
centrations for the calculation of CO2 and CH4 production rates and
O2 consumption rate during the next interval.

During the measurements the headspace of incubation vessels
was mixed, using a gas-tight membrane pump (KNF Laboport Mini
Diaphragm Vacuum Pump, KNF Neuberger, INC., Trenton, USA) in
order to remove any stratification of gas layers. The closed loop
connecting incubation vessel and membrane pump was equipped
with a sampling unit (SwageLok, Solon, USA) from which gas
samples (0.2 ml) were taken with 1 ml syringes for immediate gas
analysis. CO2 and CH4 were analyzed using a gas chromatograph
(Agilent 7820A GC, Agilent Technologies, Santa Clara, USA) with a
flow rate of 10 ml/min and an oven temperature of 40 �C and
equipped with flame ionization and thermal conductivity de-
tectors. Oxygen concentration was measured with an optical
method using non-invasive optical oxygen sensors (PSt3, PreSens,
Regensburg, Germany).

2.4. Chemical soil parameters

Soil pH was measured in extracts of 1 part soil to 5 parts water.
The effective cation exchange capacity (CEC) was determined as the
sum of exchangeable base cations (BCex ¼ sum of Ca2þ, Mg2þ, Naþ,
Kþ) and exchangeable acidity (the sum of Al3þex and Hþex), each
multiplied by the respective number of charges per ion, according
toThomas (1982). The amounts of total soil organic carbon (OC) and
of total soil nitrogen (NTOT) were measured using an NC 2100 soil
analyzer (Thermo Quest Italia S.p.A., Rodano, MI). For d 13C
determination, an elemental analyzer (Vario micro cube, Elementar
Analysen SystemGmbH, Germany) coupled to an isotope ratiomass
spectrometer (IR-MS DELTA plus XL, Finnigan, Germany) was used.
Concentrations of available carbon, nitrogen and phosphorus were
measured according to Vance et al. (1987), Brookes et al. (1985,
1982), respectively. Soil samples were free of inorganic carbon
(Gentsch et al., 2015a). Details of the analytical procedures used are
given in Supplementary Material and methods.

2.5. Microbial biomass and enzyme activities

Microbial carbon, nitrogen and phosphorus concentrations
(CMB, NMB, PMB) were estimated by chloroform-fumigation extrac-
tion (Brookes et al., 1982, 1985; Vance et al., 1987). Details are given
in Supplementary Material and methods.

Potential extracellular enzyme activities were determined for
seven soil enzymes responsible for organic carbon, nitrogen and
phosphorus processing. Because the activities of extracellular en-
zymes were determined under standardized conditions (unbuf-
fered water extracts at 20 �C) they should be considered as proxies
of the enzyme pools. For details on the determination of enzyme
activities please refer to Supplementary Material and methods.

The sum of all measured potential enzymatic activities describes
the total enzymatic pool in the soil (ECNP).Within this pool there are
different classes of enzymes, which we divided into categories ac-
cording to their product formation with respect to microbial
nutrient acquisition. The sum of b-glucosidases and cellobiosidases
defines the inherent category of carbon acquisition enzymes (EC).
The sum of leucine and alanine aminopeptidases defines the
inherent category of nitrogen acquisition enzymes (EN), and the
sum of phosphatases and phosphodiestarases defines the category
of phosphorus acquisition enzymes (EP). Phenoloxidases are a
special case of oxidative enzymes, which can degrade lignin-like
compounds and by doing so may serve carbon and nitrogen
acquisition (Godbold et al., 2006; Fontaine et al., 2007; Sinsabaugh
and Shah, 2012). We treat these enzymes separately as a special
case within ECNP.

2.6. Statistical analyses and data evaluation

There was no significant difference between the moisture
treatments at 50 and 80% WHC in any of the biochemical or
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chemical characteristics and gas exchange rates. Therefore, the data
from these two moisture treatments was pooled for statistical an-
alyses (further referred to as ‘aerobic treatment’). By doing so, we
designed a complete factorial design of the experiment with two
treatments differing in oxygen status (aerobic treatment: n¼ 8, and
anaerobic treatment: n ¼ 4) within each horizon and temperature
treatment.

Cumulative carbon loss (CLOSS) from the soil, as a measure of OC
decomposability, was calculated as the sum of CO2 and CH4 pro-
duction integrated over the incubation period. A simple exponen-
tial function was used to describe CLOSS as a function of
temperature:

CLOSS ¼ R : e a : T ;

where T is temperature and R and a are function parameters. Q10 as
a measure of the temperature sensitivity of CLOSS was calculated
from the exponential function as follows:

Q10 ¼ e a : 10;

Q10 expresses the relative change of CLOSS with a 10 �C increase.
To allow direct comparison of temperature sensitivity between soil
horizons, we tested the effect of soil horizon on a parameter with
nonlinear mixed-effect models, using the program R (R Core Team,
2014) and package nlme (Pinhero et al., 2013). We tested the sta-
tistical difference by comparing exponential functions having a
parameter fixed for all horizons, separately estimated for each
horizon or randomly varying among horizons. For the comparison
we used the Akaike information criterion (AIC).

Absolute differences in CLOSS between horizons, temperature
and oxygen status treatments were evaluated by 3-way ANOVA.
CLOSS data were log-transformed and normality checked with the
ShapiroeWilk test. To evaluate the differences between the indi-
vidual treatments we used the post-hoc Tukey HSD test. Since the
effect of soil horizon on CLOSS was (in terms of explained variability)
much greater than the effects of temperature and oxygen status,
the ANOVA was followed by multiple linear regression analysis to
find the best predictors of CLOSS across horizons. The best statistical
model was chosen from all measured parameters (chemical pa-
rameters, microbial parameters and enzyme potential activities),
temperature and oxygen status by applying a stepwise algorithm.
Because multi-collinearity in soil chemical parameters, microbial
parameters or enzyme potential activities often occurs across ho-
rizons, ridge regression was used to avoid unstable predictors.
Ridge regression was carried out in R (R Core Team, 2014) using
package MASS.

The relationship between temperature and oxygen consump-
tion rate was described by a Gaussian model (Tuomi et al., 2008):

O2 ¼ R : e a: T þ b : T2
;

where O2 is oxygen consumption rate, T is temperature in degrees
Celsius and R, a and b are model parameters. This model allows
calculating the temperature at which oxygen consumption rate is
maximal (TMAX):

TMAX ¼
a

�2 : b
Above TMAX, oxygen consumption rate decreases with temper-

ature. The Gaussian model parameters were estimated using
nonlinear mixed-effect models. The effects of chemical and
biochemical variables on model parameters were tested. The best
model fit was chosen based on the AIC.
For the aerobic treatments the respiration quotient (RQ) was
calculated as the molar ratio of CO2 production to O2 consumption.
An RQ value equal to 1 indicates degradation of simple organic
compounds via the citric acid cycle. RQ values below 1 indicate
degradation of reduced, more recalcitrant organic compounds,
which need more oxygen to be oxidized (Dilly, 2003). RQ was
evaluated using 3-way ANOVA with temperature, oxygen status
and horizon as factors. Before the analysis, data were root-square
transformed (RQ) and normality was checked with the Shapir-
oeWilk test. To evaluate the differences between the individual
treatments we used the post-hoc Tukey HSD test.

For the statistical evaluation of soil enzymatic classes, microbial
biomass, carbon-to-nutrient ratios (CMB, C:NMB, C:PMB) and soil
nutrients (nitrates e NO3

�, ammonium ions e NH4
þ, dissolved

organic nitrogen e DON, potassium sulfate extractable carbon e

CEX, sodium bicarbonate extractable phosphorus e PEX), general-
ized linear models with gamma distribution were used. Relation-
ships between enzyme class potential activities and soil nutrients
or microbial biomass were tested by linear regression analysis.

3. Results

3.1. Aerobic incubations

3.1.1. Microbial activity and soil carbon loss
Microbial activity, expressing itself as CO2 production and O2

consumption rates, was constant over time in all treatments of all
horizons throughout the 4-month incubation period, as shown by
the constant slopes of cumulative CO2 production and O2 con-
sumption (Figs. S2 and S3). The total amount of CO2 produced
during incubation denotes the cumulative carbon loss (CLOSS). CLOSS
over the incubation period was consistently higher, at all temper-
atures, in the O horizon, followed by the Ajj horizon and the BCg
horizon (F ¼ 596.1, df¼ 2, p< 0.001). CLOSS from the O horizon was
about ten times higher than from the Ajj horizon, which in turnwas
ten times higher than from the BCg horizon. The difference be-
tween horizons was so large that it accounted for 87% of all
explained variability. Normalized to the amount of OC in the
respective horizon, CLOSS was still 5 times higher in the O horizon,
compared to the BCg and Ajj horizons, which were similar to each
other (Fig. 1). Linear regression combined with ridge regression
revealed the amounts of carbon and phosphorus in soil microbial
biomass as the best and most stable predictors of CLOSS across ho-
rizons (F¼ 4189.0, df¼ 1, p< 0.001). The control exerted by the
microbial biomass over CLOSS is also indicated by the strong cor-
relation between CMB or PMB and CLOSS (Fig. 2). No such correlation,
however, was found for NMB.

In all horizons, CLOSS increased exponentially with temperature.
Temperature sensitivity, expressed as Q10, was statistically indis-
tinguishable between horizons (Fig. S4), with an overall mean of
2.41.

A contrasting temperature sensitivity was, however, found for
O2 consumption. While oxygen consumption increased exponen-
tially with temperature in the O horizon, in the Ajj and BCg hori-
zons it increased only between 4 �C and 12 �C and then decreased
again between 12 �C and 20 �C (Fig. 3a). This patternwas consistent
during the whole incubation period (Fig. S3). TMAX of O2 con-
sumption was estimated as 13.1 �C for the Ajj and 12.0 �C for the
BCg horizon.

The respiration quotient (RQ ¼ CO2/O2) was significantly higher
in the O horizon than in the Ajj and BCg horizons (Fig. 3b). It
continuously increased with temperature in the O horizon, but only
in a narrow range from 0.59 to 0.74. RQ in the Ajj and BCg horizons
significantly increased only between 12 �C and 20 �C, from 0.2 to
0.6 in the Ajj horizon and from 0.1 to 0.3 in the BCg horizon. These



Fig. 1. Cumulative soil carbon loss (CLOSS) from the organic (O), subducted organic (Ajj)
and mineral (BCg) horizon, respectively, in 6 different incubation treatments (combi-
nations of 3 temperatures and 2 oxygen levels). Filled bars represent aerobic treat-
ments and open bars anaerobic treatments. Bar heights represent means and error
bars standard deviations. Results of post-hoc comparisons of means within each ho-
rizon are indicated by letters above the bars.

Fig. 2. Correlations between cumulative soil carbon loss (CLOSS) and concentration of
microbial biomass carbon and phosphorus. Open symbols show CLOSS from the organic
(O), subducted organic (Ajj) and mineral (BCg) horizon incubated anaerobically,
averaged over 3 different temperature treatments (4, 12 and 20 �C), filled symbols
show the same for aerobic incubations. Error bars express standard deviation of the
mean. Coefficients of determination are given in the plot. Note that both axes use
logarithmic scales.

Fig. 3. (a): Respiration rate in aerobic conditions estimated from CO2 production (gray
bars) or O2 consumption (black bars) in the organic (O), subducted organic (Ajj) and
mineral (BCg) horizon in 3 different temperature treatments. Bar heights represent
means and error bars standard deviations. Solid and dashed lines indicate temperature
trends according to exponential (CO2 production) and Gaussian (O2 production)
functions, respectively. (b): Box plots of the ratio of CO2 production to O2 consumption
rates. The middle line represents median, boxes comprise second and third quartiles,
and Whiskers show the lowest datum still within 1.5 IQR of the lower quartile, and the
highest datum still within 1.5 IQR of the upper quartile.
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large increases were caused by the different temperature responses
of CO2 production and O2 consumption (Fig. 3a).

3.1.2. Microbial biomass
The microbial biomass (CMB) present at the start of the incuba-

tion was highest in the O horizon, with significantly and sequen-
tially lower values in the Ajj and BCg horizons (F¼ 454.9, df¼ 2,
p< 0.001), reflecting the trend observed for CEX and nutrient con-
tents (Table 1). Normalized to the amount of OC, CMB was 4e5 times
higher in the O horizon than in the BCg and Ajj horizons (Fig. 1).
During the incubation, CMB decreased at 20 �C in the O horizon
(F¼ 12.7, df¼ 5, p< 0.001; Fig. 4a) and increased at 12 �C in the Ajj
horizon (F¼ 3.1, df¼ 5, p¼ 0.02; Fig. 4a). In the BCg horizon, CMB
increased significantly at 12 �C and 20 �C (F¼ 6.9, df¼ 2, p< 0.001).
Microbial biomass stoichiometry (Fig. 4b,c; C:NMB, C:PMB)
differed between horizons, with higher initial C:NMB in the O ho-
rizon, and sequentially lower values in the Ajj and BCg horizons
(F¼ 24.4, df¼ 2, p< 0.001) (Table 1). By contrast, initial C:PMB was
highest in the BCg horizon, followed by lower values in the Ajj and
then the O horizon (F¼ 52.2, df¼ 2, p< 0.001) (Table 1). C:NMB and
C:PMB changed significantly during the incubation, with C:PMB
decreasing in all three horizons, but significantly so only in the O
horizon (F¼ 176.1, df¼ 1, p< 0.001). C:NMB showed horizon-specific
responses: it decreased significantly in the O horizon (F¼ 66.6,
df¼ 1, p< 0.001), whereas it increased in the Ajj horizon (F¼ 7.0,
df¼ 1, p¼ 0.011). In the BCg horizon, C:NMB increased significantly
over the incubation period only at 20 �C (F¼ 14.3, df¼ 5, p< 0.001)
(Fig. 4b).
3.1.3. Soil enzymes
The total enzyme pool (ECNP), per mol of microbial biomass, was

highest in the BCg horizon, with sequentially lower values in the Ajj
and O horizons, at the beginning of the incubation (F¼ 79.6, df¼ 2,
p< 0.001) (Fig. S5). During the incubation, ECNP decreased signifi-
cantly in the Ajj and BCg horizons but not in the O horizon.
Regardless of the decrease in Ajj and BCg horizons, ECNP remained
lowest in the O horizon (F¼ 45.5, df¼ 2, p< 0.001). The initial dif-
ferences in ECNP between Ajj and BCg horizons decreased during
the incubation period, with both horizons yielding similar values at
the end of the incubation (Fig. S5). ECNP was not significantly
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affected by temperature in the Ajj and BCg horizons, whereas in the
O horizon it increased with temperature (F¼ 6.4, df¼ 2, p¼ 0.007).

Over the incubation period, individual enzymes within ECNP
changed in all horizons, and so did the various classes of enzymes
grouped with respect to nutrient acquisition (EC, EN and EP; Fig. 5).
In all horizons, the EP and EN pools decreased (F¼ 3021.3, df¼ 5,
p< 0.001, and F¼ 954.7, df¼ 5, p< 0.001, respectively) compared to
their initial values (Fig. 5). The EC pool increased in the O horizon,
but decreased in the Ajj and BCg horizons (F¼ 2591.3, df¼ 5,
p< 0.001). The increase of the EC pool in the O horizon reflected the
increase of both the hydrolytic enzymes (cellobiosidase and b-
glucosidase).

Like hydrolytic enzymes, phenoloxidases decreased in relation
to their initial values in Ajj and BCg horizons (Fig. 6), whereas they
increased in the O horizon (F¼ 2591.3, df¼ 5, p< 0.001). There was
an insignificant increase of phenoloxidases with temperature in the
O horizon. In BCg and Ajj horizons, phenoloxidases were highest at
12 �C.
Fig. 4. Microbial biomass carbon (a), microbial biomass C:N (b) and C:P (c) in the
organic (O), subducted organic (Ajj) and mineral (BCg) horizon in 6 different treat-
ments. Filled bars represent aerobic treatments and open bars anaerobic treatments.
Bar heights represent means and error bars standard deviations. Dashed horizontal
lines show values at the start of the experiment.

Fig. 5. EC (a), EN (b) and EP (c) enzyme classes in the organic (O), subducted organic
(Ajj) and mineral (BCg) horizon in 6 different treatments. Filled bars represent aerobic
treatments and open bars anaerobic treatments. Bar heights represent means and
error bars standard deviations. Dashed horizontal lines show values at the start of the
experiment. All enzyme classes are defined as sums of two different hydrolytic en-
zymes (EC ¼ b-glucosidase þ cellobiosidase; EN ¼ alanin-aminopeptidase þ leucine-
aminopetpidase; EP ¼ phosphoesterase þ phosphodiesterase). Note that y-axes have
logarithmic scale.
3.2. Anaerobic incubations

3.2.1. Microbial activity and soil carbon loss
As was the case under aerobic conditions, CO2 production rates

under anaerobic conditions were constant throughout the incu-
bation at all temperatures and in all horizons (Fig. S2). The total
amount of CO2 produced by microbial activity during incubation
represents the cumulative CLOSS from the Ajj and BCg horizons,
where no methane production was detected. In the O horizon, CH4
production occurred from the 9th week to the end of incubation
and thus CLOSS was given by the sum of cumulative CO2 and CH4
production (Fig. 1). At the end of the incubation, CH4 production
represented 12, 39 and 42% of CLOSS at 4, 12 and 20 �C, respectively.

As under aerobic conditions, CLOSS was higher at all tempera-
tures in the O horizon, followed by the Ajj and then the BCg horizon
(F¼ 44.4, df¼ 2, p< 0.001), although the differences were not as
pronounced as under aerobic conditions. However, normalized to



Fig. 6. Phenoloxidases in the organic (O), subducted organic (Ajj) and mineral (BCg)
horizon in 6 different treatments. Filled bars represent aerobic treatments and open
bars anaerobic treatments. Bar heights represent means and error bars standard de-
viations. Dashed horizontal lines show values at the start of the experiment.

P. �Capek et al. / Soil Biology & Biochemistry 90 (2015) 19e29 25
the amount of OC, CLOSS was highest in the BCg, followed by the O
and then Ajj horizon (Fig. 1). CLOSS again strongly correlated with
CMB and PMB (Fig. 2), a similar response as in aerobic conditions,
although it increased more slowly with both CMB and PMB.

The temperature sensitivity of CLOSS under anaerobic conditions
was generally lower than under aerobic conditions (Fig. S4). CLOSS
did not increase between 4 �C and 12 �C and increased only slightly
between 12 �C and 20 �C (Fig. 1). Temperature sensitivity was again
statistically indistinguishable between horizons, regardless of the
contribution of CH4 production to CLOSS in the O horizon. The
overall mean temperature sensitivity (Q10) for all horizons was 1.38.

3.2.2. Microbial biomass
CMB changes during the anaerobic incubation followed a similar

pattern compared with the aerobic treatment (Fig. 4). CMB in the O
horizon decreased during incubation at 20 �C but, in contrast to the
aerobic treatment, it also decreased at 12 �C (F¼ 8.6, df¼ 1,
p¼ 0.015). CMB in the Ajj horizon increased at 12 �C, similarly to the
aerobic treatment (F¼ 67.3, df¼ 2, p< 0.001). CMB in the BCg hori-
zon increased at all temperatures, but this increase was not
significant.

C:NMB (Fig. 4b,c) in the O horizon decreased (F¼ 36.5, df¼ 1,
p< 0.001) during the incubation, similarly to the aerobic treatment
but to a greater degree. C:PMB did not change during the incubation
and thus there was no detectable temperature effect. In the Ajj
horizon, C:NMB increased at 4 �C, but in contrast to the aerobic
treatment, it decreased at higher temperatures. The C:NMB decrease
was dependent on incubation temperature (F¼ 55.9, df¼ 1,
p< 0.001). C:PMB decreased only at 4 and 20 �C, consistent with the
response under aerobic conditions. In the BCg horizon, C:NMB
increased at 4 and 12 �C, but decreased at 20 �C (F¼ 28.6, df¼ 2,
p< 0.001). C:PMB decreased at all temperatures and the decrease
was highest at 20 �C (F¼ 12.2, df¼ 1, p< 0.001).

3.2.3. Soil enzymes
Total enzyme pools (ECNP), per mol CMB, were nearly identical to

those found under aerobic conditions (Fig. S5). The only difference
was a steeper increase with temperature in the O horizon. In
contrast to the aerobic treatment, all EC (F¼ 2009.2, df¼ 5,
p< 0.001), EN (F¼ 566.1, df¼ 5, p< 0.001) and EP (F¼ 2788.8, df¼ 5,
p< 0.001) pools decreased during the incubation in all horizons
(Fig. 5). No temperature effect was found except for an EN increase
with temperature in the BCg horizon (F¼ 11.5, df¼ 2, p¼ 0.027).

In general, phenoloxidases showed similar trends to those un-
der aerobic conditions in O and BCg horizons (Fig. 6). In the BCg
horizon the trend was identical, but in the O horizon phenolox-
idases increased more steeply with temperature and were higher
than those found under aerobic conditions at all temperatures. In
the Ajj horizon, phenoloxidase activities were higher compared to
the aerobic treatment at 4 and 20 �C and were the same at 12 �C.

3.3. Link between microbial biomass, enzymes, C and nutrient
availability

Detailed information about C and nutrient availabilities in the
different horizons and their changes during incubation is given in
Supplementary Results. Across the six temperature/oxygen treat-
ments, changes of microbial biomass, hydrolytic enzymes and the
main macronutrients during the incubation were well correlated
with each other in the O horizon, but not in the Ajj and BCg hori-
zons (Table 2, Figs. S7 and S8). In the O horizon, EC, EN and EP pools
were negatively related to available C (CEX), N (ammoniaþ nitrates)
and P (PEX) concentration, respectively. Furthermore, the EN pool
was positively related to C:NMB and both EC and EP were negatively
related to C:PMB. No significant relationship was found in the BCg
horizon. The only significant relationship we found in the Ajj ho-
rizon was the negative relationship between EP and C:PMB. In
contrast to hydrolytic enzymes, phenoloxidases were negatively
related to CMB only in the O horizon (Fig. S9). In the Ajj and BCg
horizons, we found no relationship between phenoloxidases and
any microbial or soil variables.

4. Discussion

We have shown that carbon loss from OC subducted through
cryogenic soil movements was lower by one order of magnitude
than from organic top soil under both aerobic and anaerobic con-
ditions in absolute terms. In relative terms, CLOSS per unit OC was
still approx. 5 times lower compared to organic topsoil, which was
similar to or lower than in mineral subsoil. We found that the
amount of microbial biomass, which is much lower in the sub-
ducted organic horizon than in the top organic horizon, is
responsible for this difference. We further investigated the factors
controlling the amount of microbial biomass in subducted organic
horizon. We argue that microbial biomass is not controlled by the
carbon and nutrient supply from degradation of subducted OC by
extracellular enzymes. While microbial biomass and nutrient
availability are related to extracellular enzyme pools in the organic
topsoil, these variables are unrelated in the subducted organic
horizon. We suggest that allochthonous material from top organic
soil affects microbial biomass in subducted organic andmineral soil
horizons. Temperature and oxygen level were identified as sec-
ondary controls on CLOSS.

4.1. Temperature sensitivity of soil carbon loss and its link to
microbial biomass

CLOSS exponentially increased with temperature, with a mean
Q10 value of 2.41 across all horizons under aerobic conditions. The
95% confidence interval (95% CI) was 2.36e2.54, so the temperature
sensitivity of OC decomposition across horizons was indistin-
guishable from the value of 2.48, which is predicted by metabolic
theory across ecosystems (Brown et al., 2004; Allen et al., 2005;
Allen and Gillooly, 2009; Yvon-Durocher et al., 2012). This theory
postulates that CLOSS from soil results from two variables: (i) the
amount of microbial biomass and (ii) its respiration rate, which is



Table 2
Results of linear regression between different microbial (C:PMB emicrobial biomass C:P, C:NMB emicrobial biomass C:N) and soil variables (CEX e K2SO4 extractable C, NMIN e

sum of K2SO4 extractable ammonium and nitrates, PEX e NaHCO3 extractable P) and enzyme categories in respect to C (EC), N (EN) and P (EP) for top organic (O), subducted
organic (Ajj) and mineral (BCg) soil horizons incubated under aerobic and anaerobic conditions and 3 different temperatures (4, 12 and 20 �C). Table shows slopes, R2 and p
values of linear regression. Statistically significant regressions are given in bold face.

Horizon Enzyme category Microbial variables Soil variables R2 slope p

O EC C:PMB 0.56 ¡20.8 <0.001
CEX 0.39 ¡19.4 <0.001

EN C:NMB 0.54 54.5 <0.001
NMIN 0.37 ¡32.0 <0.001

EP C:PMB 0.31 ¡18.8 <0.001
PEX 0.20 ¡0.8 0.004

Ajj EC C:PMB �0.02 �0.1 0.504
CEX �0.03 �0.1 0.962

EN C:NMB 0.01 0.3 0.287
NMIN �0.02 8.6 0.593

EP C:PMB 0.16 �0.2 0.012
PEX 0.06 �0.1 0.056

BCg EC C:PMB �0.02 0.0 0.458
CEX �0.02 �0.3 0.522

EN C:NMB �0.01 0.1 0.389
NMIN 0.02 30.5 0.227

EP C:PMB �0.04 0.0 0.734
PEX 0.07 �0.2 0.068
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invariantly affected by temperature in all heterotrophic microor-
ganisms using oxygen as electron acceptor. In agreement with the
first postulate, absolute CLOSS was well correlated with microbial
biomass across all horizons in our experiment. As to the second
postulate, the temperature sensitivity of CLOSS was uniform across
horizons and we did not observe any major change of microbial
biomass within any horizon. Normalized to microbial biomass, the
temperature response of microbial specific respiration activity (CO2
production rate per unit biomass in the last week of the experi-
ment, just before microbial biomass assessment) was, in accord
with the metabolic theory, almost identical in all horizons
(Fig. S9c).

CLOSS in anaerobic conditions occurred predominantly through
CO2 production while the contribution of methanogenesis was
negligible in all horizons, indicating that fermentations and
anaerobic respiration were the principal processes driving CLOSS.
The temperature sensitivity of CLOSS (Q10¼ 1.38, 95% CI¼ 1.06e1.58)
was close to 1.41, the mean value for data obtained from a range of
arctic soils (Treat et al., 2015). However, our Q10 is still within the
range of 0.67e4.10 reported by Treat et al. (2015).

CLOSS showed lower temperature sensitivity than under aerobic
conditions, but again it was the same in all soil horizons. In contrast
to aerobic conditions, we found a significant decrease of microbial
biomass in the O horizon at 12 and 20 �C, which might affect CLOSS
from the O horizon at higher temperatures. Normalized to micro-
bial biomass, specific respiration activity at the end of the incuba-
tion experiment showed different temperature sensitivities for
different horizons, being higher in the Ajj and BCg horizons than in
the O horizon (Fig. S9c). We suggest that temperature sensitivity of
CLOSS under anaerobic conditions reflects the temperature sensi-
tivities of different pathways of anaerobic metabolism. In anaerobic
conditions inorganic and organic electron acceptors are used and
metabolic rate as well as specific respiration activity depends on e�

acceptors, which could be expected to differ between horizons. If
inorganic e� acceptors prevail, specific respiration activity is higher
than when predominantly organic e� acceptors are used. It is very
likely that organic e� acceptors prevailed in the O horizon, which
lacks inorganic e� acceptors, and that the role of inorganic e� ac-
ceptors would be greater in Ajj and BCg horizons. Gentsch et al.
(2015b) found high concentrations of oxalate-extractable Fe,
which goes into solution at the initial stage of dissimilatory Fe (III)
reduction in the BCg and Ajj horizons at our study site. In Ajj and
BCg horizons, Fe (III) could be an important e� acceptor, to which
microorganisms are able to transfer electrons directly or via humic
substances (Lovley et al., 1996), which are especially abundant in
the Ajj horizon (Gentsch et al., 2015b).

The effects of temperature and oxygen availability on CLOSS were
relatively small compared to the effect of microbial biomass, which
explained most of the variability in the data. The proportion of CMB
in OC decreased in the order O > BCg > Ajj. The Ajj horizon had the
lowest proportion of CMB in OC, and accordingly, the CLOSS per OC
observed here was similar or even lower than in the mineral BCg
horizon. Similar results were also shown by Wild et al. (2014) and
Kaiser et al. (2007) in arctic soils. The low proportion of CMB in OC in
the Ajj horizon suggests that the subducted organic horizon con-
tains a large amount of organic carbon that is barely accessible to
the microbial community. This could be connected to lower OC
quality (Gentsch et al., 2015b) and inefficient enzymatic OC depo-
lymerization (Gittel et al., 2014; Schnecker et al., 2014). Indepen-
dently of temperature, low quality OC degradation in subducted
organic horizons does not provide a sufficient supply of carbon and
nutrients to maintain greater microbial biomass. Microbial biomass
in the Ajj horizon remained approximately the same at all tem-
peratures (Fig. 4a).

4.2. Broken link between microbial biomass, enzymes, C and
nutrient availability

Lower OC quality in subducted organic or mineral soil horizons
is the result of a greater degree of OC processing compared with
topsoil horizons (Gentsch et al., 2015b). In mineral horizons, most
of the OC is associated with clay-sized minerals, and in subducted
organic matter as coprecipitates with hydrolyzable Fe and Al as
well. Thus, the microbial community has to overcome more con-
straints to decompose OC in Ajj and BCg horizons than in the O
horizon. It explains why CMB relative to OC is lower in Ajj and BCg
horizons than in the O horizon (Fig. 4a).

To overcome chemicalephysical constraints the microbial
community produces extracellular enzymes. First oxidative en-
zymes cleave aromatic ring structures and break CeC bonds in
phenolic and aliphatic compounds, then hydrolytic enzymes can
utilize liberated C and N chains, which become available to mi-
crobes (Kouno et al., 2002; Sinsabaugh, 2010; Sinsabaugh and Shah,
2012). The reaction of oxidative enzymes with their substrate is
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considered to be the rate limiting step of low quality OC decom-
position (Schimel and Weintraub, 2003; Allison, 2006; Herman
et al., 2008). This step requires more energy than the reaction of
hydrolytic enzymes with their substrate and is connected with
higher activation energy and thus higher temperature sensitivity
(Conant et al., 2011). Decomposition of low quality OC is therefore
considered to be more temperature sensitive than decomposition
of high quality OC (Conant et al., 2008). Based upon that assump-
tion we expected an increase of C and nutrient supply from enzy-
matic decomposition of low quality OC at higher temperatures
(Agren and Wetterstedt, 2007) in the Ajj horizon, followed by mi-
crobial biomass increase, which would effectively increase the
temperature sensitivity of CLOSS. But microbial biomass remained
almost unchanged at all temperatures and we did not observe any
difference in temperature sensitivity of CLOSS between horizons,
which naturally differ in OC quality. We argue that instead of
relying on the energetically demanding production of extracellular
enzymes, the microbial community in the Ajj and BCg horizons
relies on the flux of allochthonous material from the topsoil organic
horizon bypassing chemicalephysical constraints (Fig. 7). Nutrient
and enzyme pools consist largely of allochthonous nutrients and
enzymes in both horizons. By separating the horizons for the
experiment we interrupted the flux of enzymes and nutrients from
the topsoil horizon. Allochthonous enzymes and nutrients, which
were present at the start of the incubation in the Ajj and BCg ho-
rizons, were gradually degraded, and autochthonous production
was minor, resulting in decreasing nutrient and enzyme pools. This
broke the links between microbial biomass and enzymes, C and
nutrient availability, respectively (Figs. S6 and S7 and Table 2). We
see three lines of evidence for that interpretation:

(i) Enzyme pools in the Ajj and BCg horizons were surprisingly
high at the start of the incubation, which is unlikely to be the
product of microbial activity in those horizons. There is some
uncertainty regarding phenoloxidase assessment in Ajj and
BCg horizons. These horizons contain more reactive Fe than
the O horizon (Gentsch et al., 2015b). Reactive Fe was shown
to be able to oxidize the substrate L-DOPA and cause over-
estimation of phenoloxidase activity (Hall and Silver, 2013).
However, not only phenoloxidases but also all six hydrolytic
enzymes showed high potential activities in Ajj and BCg
horizons, especially at the start of the incubation. When
enzyme pools were calculated per mol of microbial biomass,
they were greater by one order of magnitude than in the O
horizon, and 3 to 4 times higher than at the end of the
Microbial 
biomass

Nutrients 
availability

Enzymes

Energy

SOM

Nutrients 
availability

Energy

SOM

Organic topsoil

Mineral or subducted organic subsoil

Fig. 7. Diagram of connections between microbial biomass, soil OC, enzymatic pro-
duction and nutrient availability within and between soil horizons. The energy avail-
ability for enzymatic production within each soil horizon is critical; the low quality soil
OC of subsoil horizons provides no energy and thus enzymatic production in subsoil
horizons is directly dependent on fresh carbon flow from the topsoil organic horizon.
Together with fresh carbon, extracellular enzymes and nutrients are transported down
the soil profile, affecting enzymatic pools and nutrient availability of subsoil horizons.
incubation (Fig. S5). Such huge enzymatic pools are unlikely
to be composed solely of autochthonous enzymes released
by microbes in these horizons. Enzyme production is an
energy-demanding process, and due to its negative energy
balance, decomposition of low quality OC cannot serve as a
sufficient energy source for the required production of en-
zymes (Fontaine and Barot, 2005;Moorhead and Sinsabaugh,
2006; Fontaine et al., 2007; Allison, 2012). Thus enzyme
pools in Ajj and BCg horizons were composed mainly of
allochthonous enzymes, which degraded spontaneously
during incubation and did not specifically target OC in this
horizon.

(ii) Spontaneity of decrease of both oxidative and hydrolytic
enzymes is supported by the fact that enzyme pools
decreased without any link to microbial biomass stoichi-
ometry and nutrient availability (Figs. S6 and S7). Hydrolytic
enzymes (especially EN and EP) decreased even though
nutrient concentration decreased (NH4

þ, NO3
� and P-PO4,

Table S1). By contrast, the total enzyme pool slightly
increased in the O horizon. Enzymes were negatively related
to carbon and nutrient availability in this horizon. The
greater nutrient availability was, the smaller was the enzyme
pool, as microbes were provided with sufficient amounts of
nutrients and enzyme production was not needed (Figs. S6
and S7). The enzyme pool was also related to microbial
stoichiometry, indicating a direct link between microbes and
enzyme activity. This was not seen in Ajj and BCg horizons.

(iii) Low specificity of enzymes was indicated by a significantly
higher ratio of phenoloxidases to hydrolases in the Ajj (7.9)
and BCg (12.1) horizons than in the O horizon (0.7), which
indicates disruption of the enzyme cascade that is needed for
efficient low quality OC degradation and effective supply of C
and nutrients to microbial biomass. Unspecific high pheno-
loxidase activity in the Ajj and BCg horizons led to an in-
crease of DOC and DON and disrupted the ratio between CO2
production and O2 consumption (RQ; Fig. 3b). The RQ values
below 0.6 reported here (down to 0.1 and 0.2 in the BCg and
Ajj horizons, respectively) have not previously been
observed in soil incubation studies (Dilly, 2003), suggesting
an additional O2-consuming process such as oxidative pro-
cesses mediated by phenoloxidases. The amounts of CO2
produced and O2 consumed during microbial metabolism
should be proportional. For carbohydrates, which are
believed to be the most common carbon source in soils, the
RQ is exactly 1. Under natural conditions, the vast majority of
studies have shown RQ values ranging from 0.7 to 1.2 in
aquatic ecosystems (Berggren et al., 2012), and from 0.6 to 1
in soils (Li et al., 2014). Taking into account the CO2 pro-
duction rates in Ajj and BCg horizons and the lowest RQ value
found in the literature, we estimated that the potential
amount of O2 used by phenoloxidases could account for up to
an average of 75, 70 and 23% of themicrobial oxygen demand
in the Ajj horizon and 96, 93 and 58% of it in the BCg horizon
at 4, 12 and 20 �C, respectively.
4.3. Subducted organic carbon under climate change

We found that CLOSS from cryoturbated arctic soils is primarily
driven by microbial biomass and that the temperature and oxygen
level has a secondary effect on the metabolic rate of microorgan-
isms. The subducted organic horizon turned out to contain little
microbial biomass and therefore its CLOSS was low under both
aerobic and anaerobic conditions over the whole range of tem-
peratures investigated. The proportion of microbial biomass to OC
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in the subducted organic horizon was the lowest of all horizons
studied. All lines of evidence suggest that this pattern was caused
by chemicalephysical characteristics of subducted OC (Gentsch
et al., 2015a) whose decomposition does not provide the microbi-
al community with a sufficient supply of C and nutrients. In field
conditions, the microbial community in subducted organic hori-
zons relies on the allochthonous influx of fresh carbon and nutri-
ents from the topsoil, while decomposition of autochthonous,
physically and chemically protected OC lags behind (Fig. 7). It
suppresses the effect of autochthonous OC quality on temperature
sensitivity of carbon loss and stabilizes subducted OC (Kaiser et al.,
2007). This can be perceived as a negative priming effect (Kuzyakov
et al., 2000). We believe that this is a common mechanism which
“protects” subducted OC from decomposition in cryoturbated arctic
soils. Patterns of vertical carbon fluxes in cryoturbated arctic soils
were also observed by Gentsch et al. (2015b) and Xu et al. (2009).

Organic carbon supply by the organic topsoil is critical for
subducted OC decomposition, as has already been suggested by
Wild et al. (2014). If the flux of carbon and nutrients is small,
autochthonous subducted OC may be protected from decomposi-
tion, and microbes utilize mainly allochthonous C and nutrients
from influx (negative priming effect; Kuzyakov et al., 2000). If the
flux of C and nutrients is high (e.g. after uplift of subducted OC and
root ingrowth), microbial activity is stimulated to a degree that
autochthonous subducted OC is decomposed as well (positive
priming effect; Kuzyakov et al., 2000;Wild et al., 2014). The positive
priming effect, destabilizing subducted OC, may result from input of
exudates. Under future climate change the priming may even be
enhanced by an expected shift in the composition of the plant
community, producing litter of higher quality (Cable et al., 2009;
DeMarco et al., 2014). Under this scenario, a substantial loss from
subducted OC, which is protected at present, may occur.
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Rising temperatures in the Arctic can affect soil organic matter (SOM) decomposition directly and
indirectly, by increasing plant primary production and thus the allocation of plant-derived organic
compounds into the soil. Such compounds, for example root exudates or decaying fine roots, are easily
available for microorganisms, and can alter the decomposition of older SOM (“priming effect”). We here
report on a SOM priming experiment in the active layer of a permafrost soil from the central Siberian
Arctic, comparing responses of organic topsoil, mineral subsoil, and cryoturbated subsoil material (i.e.,
poorly decomposed topsoil material subducted into the subsoil by freezeethaw processes) to additions
of 13C-labeled glucose, cellulose, a mixture of amino acids, and protein (added at levels corresponding to
approximately 1% of soil organic carbon). SOM decomposition in the topsoil was barely affected by higher
availability of organic compounds, whereas SOM decomposition in both subsoil horizons responded
strongly. In the mineral subsoil, SOM decomposition increased by a factor of two to three after any
substrate addition (glucose, cellulose, amino acids, protein), suggesting that the microbial decomposer
community was limited in energy to break down more complex components of SOM. In the cryoturbated
horizon, SOM decomposition increased by a factor of two after addition of amino acids or protein, but
was not significantly affected by glucose or cellulose, indicating nitrogen rather than energy limitation.
Since the stimulation of SOM decomposition in cryoturbated material was not connected to microbial
growth or to a change in microbial community composition, the additional nitrogen was likely invested
in the production of extracellular enzymes required for SOM decomposition. Our findings provide a first
mechanistic understanding of priming in permafrost soils and suggest that an increase in the availability
of organic carbon or nitrogen, e.g., by increased plant productivity, can change the decomposition of SOM
stored in deeper layers of permafrost soils, with possible repercussions on the global climate.

� 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
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1. Introduction

Soil organic matter (SOM) decomposition rates in permafrost
soils are expected to increase with rising temperatures in the Arctic
(Hartley et al., 2008; Conant et al., 2011). In addition to the direct
temperature effect, warming might also indirectly affect SOM
decomposition, mediated by an increase in plant net primary pro-
duction. Higher plant productivity is accompanied by an increased
input of plant-derived C into the soil (as root litter or root exudates),
and can thus increase soil C stocks, as observed for amineral subsoil
in the Alaskan tundra (Sistla et al., 2013). In contrast, higher pro-
ductivity was found to reduce soil C stocks in a sub-arctic system,
offsetting the increase in above- and belowground plant biomass,
and, consequently, leading to a net loss of C from the ecosystem
(Hartley et al., 2012).

Plants supply the soil microbial community with a range of
organic compounds that can be either immediately taken up by
microorganisms (e.g., sugars, amino acids and organic acids from
root exudation), or that can be easily decomposed (e.g., cellulose
and protein from root litter). These organic compounds can stim-
ulate the soil microbial community to decompose more SOM
(“priming effect”; Bingeman et al., 1953), (i) by promotingmicrobial
groups that target complex compounds of SOM (Fontaine et al.,
2003), (ii) by providing the energy to break down these com-
pounds (Blagodatskaya and Kuzyakov, 2008), or (iii) by providing C
for microbial growth, thus increasing microbial N demand and
facilitating N mining, i.e., the microbial breakdown of SOM to get
access to N (Craine et al., 2007; Dijkstra et al., 2013).

The latter two mechanisms might be of particular importance
in arctic soils. Microbial activity in arctic soils is considered N
limited (Sistla et al., 2012), suggesting that an increased alloca-
tion of plant C to the soil might strongly stimulate N mining.
Additionally, microbial activity in subsoil horizons in general is
considered energy limited (Fontaine et al., 2007), as the subsoil is
poorly rooted, and supply of plant-derived compounds from root
exudation and root litter is scarce. With 80% of arctic SOM located
below 30 cm (Tarnocai et al., 2009), a large amount of SOM might
be protected from decomposition by energy limitation of micro-
bial decomposers, and might thus be particularly susceptible to
an increased input of plant-derived compounds. So far, it is un-
known how SOM decomposition in different horizons of arctic
permafrost soils will respond to an increased input of plant-
derived organic compounds, and what mechanisms might be
involved.

We here report on the susceptibility of different soil horizons
from a tundra ecosystem in the central Siberian Arctic to an
increased availability of organic compounds. In a priming experi-
ment, we compared organic topsoil andmineral subsoil material, as
well as cryoturbated material, i.e., topsoil material that was buried
in the subsoil by freezeethaw processes (Bockheim, 2007; Tarnocai
et al., 2009). Cryoturbated organic matter is common in arctic soils,
accounting for approximately 400 Gt of C (Harden et al., 2012).
Although it is chemically similar to topsoil organic matter (Xu et al.,
2009), it shows retarded decomposition as indicated by low
respiration rates (Kaiser et al., 2007) and relatively old radiocarbon
ages (Kaiser et al., 2007; Xu et al., 2009; Hugelius et al., 2010). We
hypothesized that an increased availability of organic compounds
would stimulate SOM decomposition in the subsoil (i.e., in mineral
subsoil and cryoturbated horizons) by providing energy for mi-
crobial decomposers, but less so in the topsoil, where energy is not
limiting. Additionally, we tested if priming of SOM decomposition
was connected to N mining, by comparing the effect of organic
substrates with and without N. We expected that N-containing
substrates would result in a weaker priming effect than substrates
without N, by reducing the dependence of the microbial
community on SOM as an N source. Finally, we investigated if
priming of SOM decomposition was connected to a shift in micro-
bial community composition.

To that end, we analyzed SOM-derived respiration andmicrobial
community composition in soil samples amended with 13C-labeled
glucose, cellulose, amino acids, or protein, in comparison with
unamended controls. We thus compared substrates containing N to
substrates without N, as well as monomeric substrates to polymeric
substrates. Since monomeric substrates are immediately available
for microorganisms, whereas polymeric substrates need to be
broken down by extracellular enzymes before microbial uptake,
they might differ in their effect on microbial community compo-
sition and function, and thus on SOM decomposition (Fontaine
et al., 2003).

2. Material & methods

2.1. Soil sampling

Soils were sampled on the Taymyr peninsula in the central Si-
berian Arctic (72� 29.570 N, 101� 38.620 E), from a shrubby moss
tundra (bioclimatic subzone D; CAVM Team, 2003) dominated by
Cassiope tetragona, Carex arctisibirica, Tomentypnum nitens and
Aulacomnium turgidum. The soil was described as a Turbic Cryosol
according to the World Reference Base for Soil Resources (IUSS
Working Group WRB, 2007) or Typic Aquiturbel according to the
US Soil Taxonomy (Soil Survey Staff, 1999), with fine to coarse
loamy texture and an active layer depth of around 80 cm at the time
of sampling in August 2011. We took samples from three soil ho-
rizons in the active layer: We sampled the OA horizon (topsoil
material), as well as a buried Ajj (cryoturbated material) and the
adjacent BCg horizon (mineral subsoil material), the latter two from
a depth of 50e70 cm. Soils were sampled in a 2 m-wide soil profile
by pooling samples taken horizontally with a metal soil corer
within each horizon.We took care that the mineral subsoil material
sampled did not include buried organic material and vice versa.
Living roots were carefully removed and samples homogenized by
hand directly after sampling. Carbon and nitrogen contents of the
individual horizons were 9.4% C and 0.5% N for topsoil material,
4.3% C and 0.2% N for cryoturbated material, and 0.6% C, 0.1% N for
mineral subsoil material (determined with a Perkin Elmer 2400
Series II CHNS/O analyzer).

2.2. Incubation experiment

To investigate the effect of increased C availability on SOM
decomposition, we amended the soils with 13C-labeled glucose,
amino acids, cellulose, or protein. 13C-labeled glucose was pur-
chased from SigmaeAldrich (U-13C, 99 at%), 13C-labeled amino
acids from Cambridge Isotope Laboratories (algal amino acid
mixture, U-13C, 97e99 at%), 13C-labeled cellulose from Isolife (low
degree of polymerization Cichorium intybus, U-13C, >97 at%), and
13C-labeled protein from SigmaeAldrich (algal crude protein
extract, U-13C, 98 at%). All substrates were mixed with the respec-
tive unlabeled compounds to 10 at% 13C before application, and all
substrates were applied in dry form.

Aliquots of fresh soil were amended with glucose, amino acids,
cellulose or protein of 10 at% 13C, in five replicates of 25 g per
treatment, or left unamended as controls (three sets of five 25 g
replicates). We adjusted the amount of substrate to the approxi-
mate C content of each horizon by adding 554 mg C g�1 to topsoil
material, 138 mg C g�1 to cryoturbated material and 55 mg C g�1 to
mineral subsoil material. One set of controls was immediately
harvested to determine the initial state before the start of the
incubation; the remaining samples were filled into microcosms
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(50 ml polypropylene tubes with aeration holes in the bottom, for
a detailed description see Inselsbacher et al., 2009) that were then
loosely plugged with synthetic wool, and incubated at 10 �C. Since
we expected a faster response to monomeric (glucose, amino
acids) than to polymeric substrates (cellulose, protein), we incu-
bated samples for either six days (glucose, amino acids, and one
set of controls) or ten days (cellulose, protein, and one set of
controls).

2.3. Respiration

Respiration rates were determined in four replicate microcosms
on days 0, 1, 2, 3, 4, 6 (glucose and amino acids, plus controls), or 0,
2, 4, 6, 8, 10 (cellulose and protein, plus controls) after the start of
the incubation, with the first sampling immediately after substrate
amendment. For respiration measurements, we removed the syn-
thetic wool from the microcosms, attached polypropylene tubes to
the microcosms (resulting in an overall headspaces of 133e141 ml)
and tightened the systems with rubber seals as described else-
where (Inselsbacher et al., 2009). We incubated microcosms at
10 �C, took samples of 15 ml from the headspace after 10, 25 and
40 min (5, 10, 20 and 30 min for the glucose treatment), and
injected the gas samples into pre-evacuated gas vials. After each
sampling, we replaced the removed gas volume with air from a gas
bag, filled with ambient air of known CO2 concentration and iso-
topic composition (CO2 concentrations of 473e632 ppm depending
on the sampling date, 1.09 atom% 13C). Concentration and isotopic
composition of CO2 were measured with a GasBench II system
coupled to a Delta V Advantage IRMS (Thermo Scientific),
and corrected for the replaced gas volume. We then calculated
the contribution of SOM-derived C to respiration using the
equation:

RSOM ¼ Rtotal$ at%Rtotal
� at%sub

� ��
at%SOM � at%subð Þ; (1)

where Rtotal and RSOM are total and SOM-derived respiration, and
at%Rtotal

, at%SOM, and at%sub are C isotope compositions (in atom%
13C) of total respiration, SOM and the added substrate, respectively.

2.4. Microbial biomass and community composition

We estimated microbial biomass as concentration of phospho-
lipid fatty acids (PLFAs), described microbial community composi-
tion using PLFAs as biomarkers for different microbial groups, and
assessed microbial substrate preferences by tracing C derived from
the added substrates into individual PLFAs. Aliquots of 1 g fresh soil
were stored in RNAlater (Schnecker et al., 2012), and processed
following Frostegård et al. (1991), with the modifications described
by Kaiser et al. (2010b). Briefly, PLFAs were extracted from the
samples with chloroform/methanol/citric acid buffer, purified on
silica columns (LC-Si SPE, Supelco) with chloroform, acetone, and
methanol, amended with methyl-nonadecanoate as internal stan-
dard, and converted to fatty acid methyl esters (FAMEs) by alkaline
methanolysis. We determined concentration and isotopic compo-
sition of individual FAMEs on a GC-IRMS system consisting of a
Trace GC coupled to a Delta V Advantage IRMS over a GC Isolink
interface (Thermo Scientific). Samples were injected in splitless
mode at 300 �C, and individual FAMEs were separated on a DB-23
column (Agilent; GC-method: 70 �C for 1.5 min, ramp of
30 �C min�1 to 150 �C, 150 �C for 1 min, ramp of 4 �C min�1 to
230 �C, 230 �C for 20 min) with 1.5 ml helium min�1 as carrier gas.
We used qualitative standard mixes (37 Comp. FAME Mix and
Bacterial Acid Methyl Esters CP Mix, SigmaeAldrich) for peak
identification, and the internal standard methyl-nonadecanoate for
quantification. Concentration and isotopic composition of each
PLFA were corrected for C added during derivatization. We further
considered only PLFAs that were detectable in all horizons, using
i15:0, a15:0, i16:0, i17:0 and a17:0 as markers for Gram-positive
bacteria, 16:1u7, 18:1u7 and cy17:0(9/10) as markers for Gram-
negative bacteria, 18:1u9 and 18:2u6 as markers for fungi, and
16:0, 17:0, 18:0, 20:0, 16:1u5, 16:1u11 and 19:1u8 as non-specific
PLFAs (Kaiser et al., 2010a, 2010b). We expressed all PLFA values
on the basis of C in PLFAs: Total concentrations are presented as
total C in all PLFAs, the relative contributions of individual PLFAs as
percentages thereof.

To compare the microbial utilization of different substrates
across soil horizons, we calculated substrate use efficiency by
comparing the amounts of substrate-derived C respired and
incorporated into PLFAs, using the equations

CRsub ¼ CRtotal$ at%CRtotal
�at%SOM

� ��
at%sub�at%SOMð Þ; (2)

PLFAsub ¼ PLFAtotal$ at%PLFAtotal
�at%SOM

� ��
at%sub�at%SOMð Þ;

(3)

and

Substrate use efficiency ¼ PLFAsubð Þ= PLFAsub þ CRsubð Þ: (4)

CRtotal and CRsub represent total and substrate-derived C in cu-
mulative respiration, PLFAtotal and PLFAsub total and substrate-
derived C in PLFAs, and at%CRtotal

, at%PLFAtotal
, at%SOM, and at%sub are

C isotope compositions (in atom% 13C) of total cumulative respira-
tion, total PLFAs, SOM and the added substrate, respectively. Sub-
strate use efficiency values thus reflect the partitioning of C
between respiration and microbial growth (incorporation into
PLFAs). Since we did not apply correction factors to convert PLFA
concentrations into total microbial C, substrate use efficiency
values should only be used for comparison between horizons and
treatments.

We additionally determined microbial biomass using
chloroform-fumigation-extraction (Kaiser et al., 2011). Samples
fumigated with chloroform, as well as unfumigated samples, were
extracted with 0.5 M K2SO4 and analyzed for C concentration with
an HPLC-IRMS system in direct injection mode against sucrose
standards (for description of the system see Wild et al., 2010).
Microbial C was calculated as the difference between fumigated
and non-fumigated samples.

2.5. Statistical analyses

All statistics were performed with R 2.15.0 (R Development Core
Team, 2012), with packages vegan (Oksanen et al., 2012) and
ecodist (Goslee and Urban, 2007). We preferentially used para-
metric methods, and log-transformed data, if necessary, to meet
conditions of normal distribution and homoscedasticity. If condi-
tions could not be met, we applied non-parametric methods.

We performed one-way ANOVAs with Tukey’s HSD tests be-
tween treatments and controls for each soil horizon to test for
effects of substrate addition on cumulative SOM-derived respi-
ration, and two-way ANOVA to test for differences in substrate
use efficiency across all horizons and substrates. Since PLFA data
did not meet the conditions for parametric methods, we applied
ManneWhitney-U tests to assess differences in absolute amounts
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Fig. 1. Cumulative SOM-derived respiration of topsoil, cryoturbated, and mineral subsoil horizons from a tundra ecosystem in the central Siberian Arctic. Samples were amended
with glucose, amino acids, cellulose or protein (added at levels corresponding to approximately 1% of soil organic C), or left unamended as controls. Points represent
means � standard errors of four replicates. Significant differences between amended samples and controls at the end of the incubation are indicated (*, p < 0.05; **, p < 0.01; ***,
p < 0.001).
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of total and substrate-derived C, and the relative contributions of
individual PLFAs to both. We further performed non-metric
multidimensional scaling (NMDS) to describe the effects of sub-
strate addition on microbial community composition (% of total C
in PLFAs; scaled data), and to describe the distribution of sub-
strate derived C across the community (% of total substrate-
derived C in PLFAs; scaled data). Differences in PLFA patterns
were assessed using cluster analysis (Ward hierarchical clus-
tering) and analysis of similarities (ANOSIM). Throughout this
text, we use the term “significant” only when referring to sta-
tistical results (with differences considered significant at
p < 0.05).
3. Results

3.1. Basal respiration and priming effect

Respiration rates of unamended control samples differed be-
tween soil horizons by more than one order of magnitude, with
higher rates in topsoil (0.379 � 0.030 mmol CO2 g�1 dry soil h�1,
mean � standard error) than in cryoturbated and mineral subsoil
horizons (0.024 � 0.002 and 0.019 � 0.002 mmol CO2 g�1

dry soil h�1, respectively). Considering the differences in C content
between soil horizons, respiration rates were in the same range for
topsoil and mineral subsoil (4.050 � 0.317 and
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3.227 � 0.351 mmol CO2 g�1 soil C h�1), but accounted for only 14%
of the topsoil rates in the cryoturbated horizon
(0.547 � 0.043 mmol CO2 g�1 soil C h�1), indicating a slower
decomposition of cryoturbated organic matter (Fig. 1,
Supplementary Table 1).

The addition of organic compounds significantly affected SOM-
derived respiration in all horizons. The response of SOM-derived
respiration in the topsoil was weak, and significant differences
were only observed for cellulose (�14%) and protein treatments
(þ17%; Fig. 2). In the mineral subsoil, however, all amendments
(glucose, amino acids, cellulose, and protein) increased SOM-
derived respiration two- to threefold (Fig. 2), demonstrating a
strong priming of SOM decomposition by all substrates, which ul-
timately lead to a higher cumulative respiration than in the topsoil
(per soil C; Fig. 1). For cryoturbated material, additions of amino
acids and protein doubled SOM-derived respiration, whereas ad-
ditions of glucose and cellulose had no significant effect (Fig. 2).
This suggests that N availability was a major control on SOM
decomposition in the cryoturbated horizon.

The addition of organic substrates can increase the turnover of
microbial C, resulting in higher respiration rates without changing
SOM decomposition (“apparent priming”, Blagodatskaya and
Kuzyakov, 2008). In our study, the priming effect in both mineral
subsoil (all substrates) and cryoturbated material (amino acids and
protein) was in all cases much larger than the initial microbial
biomass (Supplementary Table 2), eliminating apparent priming as
an explanation for the observed increase in SOM-derived
respiration.
3.2. Microbial communities

We found different microbial communities in topsoil, cry-
oturbated, and mineral subsoil horizons, with the latter two
harboring the most similar communities. Communities in cry-
oturbated and mineral subsoil horizons were distinguished from
topsoil communities by lower abundances of fungi (18:1u9,
18:2u6) and Gram-negative bacteria (18:1u7, cy17:0), and higher
abundances of the non-specific PLFAs 16:0, 18:0 and 20:0
(Supplementary Fig. 1, Supplementary Table 3).

The addition of monomeric substrates (glucose, amino acids)
caused a significant increase in the total amount of PLFAs in topsoil
and cryoturbated horizons, and a decrease in the mineral subsoil
(significant only for glucose; Supplementary Table 3). Microbial
community composition in the topsoil was hardly affected by
substrate additions, whereas microbial community composition in
cryoturbated and mineral subsoil material changed significantly
after addition of monomeric substrates (Fig. 3). Specifically, relative
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glucose (Glc), amino acids (AA), cellulose (Cell) or protein (Prot). Bars represent means � sta
depicted by the dashed line. Significant differences between amended samples and contro
abundances of the non-specific PLFAs 18:0 and 20:0 decreased, and
abundances of fungi (18:1u9) and Gram-negative bacteria (cy17:0,
16:1u7,18:1u7) increased (Supplementary Table 3). The addition of
monomeric substrates to cryoturbated andmineral subsoil material
thus shifted the microbial community composition closer to the
topsoil. In contrast, the addition of polymeric substrates (cellulose,
protein) had little effect on microbial community composition
(Fig. 3, Supplementary Table 3). The community changes in cry-
oturbated and mineral subsoil material thus suggest a specific
stimulation of fast-growing microbial groups by substrates that can
be immediately taken up by microorganisms (i.e., glucose and
amino acids).

The response of microbial biomass and microbial community
composition to substrate additions, did, however, not reflect the
response of SOM decomposition. Changes in biomass and com-
munity composition were connected to substrate complexity,
whereas priming of SOM decomposition was unspecific (mineral
subsoil) or connected to N (cryoturbated material).
3.3. Substrate use

Substrate use efficiency was significantly lower in the mineral
subsoil than in topsoil and cryoturbated horizons, i.e., a higher
proportion of substrate-derived C was respired and a smaller pro-
portion incorporated into PLFAs (Fig. 4). Comparing different sub-
strates, C from amino acids was more efficiently incorporated into
PLFAs than C from glucose, cellulose, and protein.

The incorporation of C from different substrates into PLFAs
suggests specific substrate preferences of different microbial
groups. In cryoturbated material, the incorporation pattern of
substrate-derived C depended on the presence of N in the substrate
(Fig. 5; separation displayed along MDS 1), and on substrate
complexity (separation along MDS 2). In particular, C from N-con-
taining substrates was preferentially incorporated into the Gram-
negative biomarkers 18:1u7, cy17:0, and into the fungal
biomarker 18:1u9, which together contained 47% and 39% of C from
amino acids and protein incorporated into PLFAs, but only 25% and
22% of C from glucose and cellulose (Supplementary Table 4). Car-
bon from monomeric substrates was preferentially incorporated
into a15:0 (Gram-positive biomarker) and 16:1u7 (Gram-negative
biomarker), and C from polymeric substrates into 18:2u6 (fungal
biomarker), as well as the non-specific PLFAs 16:0, 17:0, 18:0 and
20:0. A separation due to substrate N content and substrate
complexity was not found for other horizons. In topsoil andmineral
subsoil, glucose, amino acid and protein treatments had more
similar incorporation patterns, whereas cellulose was distinct due
to a preferential incorporation into a set of Gram-positive
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Fig. 3. Phospholipid fatty acid (PLFA) patterns in topsoil, cryoturbated, and mineral subsoil horizons from a tundra ecosystem in the central Siberian Arctic. Samples were amended
with glucose, amino acids, cellulose or protein, or left unamended as controls. Patterns are displayed by non-metric multidimensional scaling (NMDS) of PLFA abundances (% of total
C in PLFAs). Points represent means � standard errors of five replicates; significant differences to the respective controls are indicated (*, p < 0.05; **, p < 0.01; ***, p < 0.001). Data
of PLFA abundances are presented in Supplementary Table 3.
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biomarkers (i17:0, a17:0) and non-specific PLFAs (16:0, 16:1u5, and
16:1u11) in the topsoil, and into the non-specific PLFA 16:0 in the
mineral subsoil (Supplementary Table 4).

4. Discussion

Arctic permafrost soils contain large amounts of organic C, with
recent estimates of approximately 400 Gt C in mineral subsoil and
cryoturbated subsoil horizons each, and 250 Gt C in organic topsoil
horizons (Harden et al., 2012). This organic Cmight be vulnerable to
priming, caused by an increasing availability of plant-derived
organic compounds with rising temperatures.

We found that organic topsoil, mineral subsoil and cryoturbated
horizons responded differently to an increased availability of
organic compounds. Substrate additions hardly affected rates of
SOM-derived respiration in the organic topsoil, whereas rates more
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than doubled in the mineral subsoil, irrespective of the substrate
added (Fig. 2). Substrate use efficiency (the fraction of substrate
taken up invested into PLFAs) was lower in themineral subsoil than
in the other horizons (Fig. 4), indicating that a higher proportion of
the available substrate was needed to generate energy. These
findings thus support our hypothesis of energy limitation in the
mineral subsoil in arctic permafrost soil. Energy limitation of SOM
decomposition in mineral subsoil horizons has also been shown for
a temperate grassland, where the addition of cellulose induced the
mineralization of millennia-old soil organic C (Fontaine et al.,
2007).

In our study, priming of SOM decomposition in the mineral
subsoil was not connected to an increase in microbial biomass or a
change in community composition, since significant community
changes were only observed for glucose and amino acid amend-
ments, but not for cellulose or protein (Fig. 3, Supplementary
Table 3). Priming was also not connected to N mining of microbi-
al decomposers, since substrates with and without N similarly
stimulated SOM decomposition (Fig. 2).

In contrast to the mineral subsoil, SOM decomposition in cry-
oturbated material was not altered by additions of glucose and
cellulose, but doubled when amino acids or protein were added
(Fig. 2). This specific response to the N-containing substrates, as
well as the higher substrate use efficiency than in the mineral
subsoil (Fig. 4), suggest that microbial decomposers in the cry-
oturbated horizon were not limited in energy, but in N. Cry-
oturbated material is usually similar in N content and C/N ratio to
organic or mineral topsoil horizons, but has lower N transformation
rates (Kaiser et al., 2007;Wild et al., 2013), suggesting that N bound
in cryoturbated organic material is poorly available for microor-
ganisms (e.g., due to binding to phenolic compounds; Olk et al.,
2006). In our study, the C/N ratio of cryoturbated material (21.4)
even slightly exceeded the C/N ratio of the organic topsoil (18.5);
this might have further promoted N limitation in cryoturbated
material.

Carbon from N-containing substrates (amino acids and protein)
was preferentially incorporated into fungal (18:1u9) and Gram-
negative bacterial biomarkers (18:1u7, cy17:0; Fig. 5). Each of
these markers was of significantly lower relative abundance in the
cryoturbated than in the topsoil horizon, accounting for a total of
13% (cryoturbated) and 40% (topsoil) of C in PLFAs (means of con-
trols; Supplementary Fig. 1). Differences in microbial community
composition between topsoil and cryoturbated horizons have
previously been suggested to contribute to the slower decompo-
sition of cryoturbated material (Schnecker et al., 2014), in particular
the lower abundance of fungi in cryoturbated horizons (Wild et al.,
2013; Gittel et al., 2014). Fungi are pivotal for the decomposition of
organic material in most terrestrial systems (de Boer et al., 2005;
Strickland and Rousk, 2010), and can benefit from higher N avail-
ability (Rousk and Bååth, 2007; Grman and Robinson, 2013;
Koranda et al., 2014). However, although the preference of spe-
cific microbial groups for N-containing compounds is striking, this
does not necessarily identify these groups as responsible for
priming.

Nitrogen addition often decreases SOM decomposition rates, by
reducing N mining of microbial decomposers (e.g., Craine et al.,
2007). On the other hand, in systems of strong N limitation,
where low N availability limits the production of SOM-degrading
enzymes, N addition can stimulate decomposition by facilitating
enzyme production by fungi (Allison et al., 2009). Since in our study
the amendment of amino acids and protein to cryoturbated mate-
rial did not systematically increase microbial biomass or the
abundance of specific microbial groups (Fig. 3, Supplementary
Table 3), we suggest that microorganisms invested the additional
N in the production of extracellular enzymes.

Within a relatively short period, SOM decomposition in the
subsoil, but not in the topsoil, was strongly stimulated by increased
availability of organic C (mineral subsoil) or organic N (cry-
oturbated material). Rising temperatures in the Arctic (IPCC, 2007)
are expected to promote soil C availability by increasing plant pri-
mary productivity (Bhatt et al., 2010; Xu et al., 2013) and thus C
allocation from plants to the soil. Nitrogen availability might also
benefit from higher plant productivity, if the additional input of N-
containing compounds by plants (e.g., proteins) exceeds the in-
crease in plant N uptake (Weintraub and Schimel, 2005). In addi-
tion, N availability might further increase if SOM decomposition
rates increase (Nadelhoffer et al., 1991; Hobbie, 1996; Schimel et al.,
2004; Schaeffer et al., 2013).

In our study, mineral subsoil material was particularly sus-
ceptible to priming, with rates of SOM-derived respiration
exceeding topsoil rates (as related to soil C) after substrate addi-
tion. Our findings are thus in contrast to observations of increased
C storage in mineral subsoil horizons with warming (Sistla et al.,
2013), but support predictions of high C losses from arctic soils
if plant productivity increases (Hartley et al., 2012). These con-
trasting findings on the impact of higher plant productivity on soil
C stocks point to a strong context-dependency of priming effects
in arctic soils. Our study provides key insights into the mecha-
nisms behind priming effects in permafrost soils; this will allow
possible feedbacks from belowground plantemicrobe interactions
to be incorporated into larger-scale models of arctic C balances in a
future climate.



Fig. 5. Incorporation patterns of C from glucose, amino acids, cellulose or protein into phospholipid fatty acids (PLFAs), in topsoil, cryoturbated, and mineral subsoil horizons from a
tundra ecosystem in the central Siberian Arctic. Patterns are displayed by non-metric multidimensional scaling (NMDS). Points represent means � standard errors of five replicates;
in all horizons, patterns for all substrates were significantly different from each other. Data on the incorporation of substrate-derived C into PLFAs are presented in Supplementary
Table 4.
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Abstract

Climate change in Arctic ecosystems fosters permafrost thaw and makes massive

amounts of ancient soil organic carbon (OC) available to microbial breakdown. How-

ever, fractions of the organic matter (OM) may be protected from rapid decomposition

by their association with minerals. Little is known about the effects of mineral-organic

associations (MOA) on the microbial accessibility of OM in permafrost soils and it is not

clear which factors control its temperature sensitivity. In order to investigate if and

how permafrost soil OC turnover is affected by mineral controls, the heavy fraction

(HF) representing mostly MOA was obtained by density fractionation from 27 per-

mafrost soil profiles of the Siberian Arctic. In parallel laboratory incubations, the unfrac-

tionated soils (bulk) and their HF were comparatively incubated for 175 days at 5 and

15°C. The HF was equivalent to 70 � 9% of the bulk CO2 respiration as compared to a
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share of 63 � 1% of bulk OC that was stored in the HF. Significant reduction of OC

mineralization was found in all treatments with increasing OC content of the HF (HF-

OC), clay-size minerals and Fe or Al oxyhydroxides. Temperature sensitivity (Q10)

decreased with increasing soil depth from 2.4 to 1.4 in the bulk soil and from 2.9 to 1.5

in the HF. A concurrent increase in the metal-to-HF-OC ratios with soil depth suggests

a stronger bonding of OM to minerals in the subsoil. There, the younger 14C signature

in CO2 than that of the OC indicates a preferential decomposition of the more recent

OM and the existence of a MOA fraction with limited access of OM to decomposers.

These results indicate strong mineral controls on the decomposability of OM after per-

mafrost thaw and on its temperature sensitivity. Thus, we here provide evidence that

OM temperature sensitivity can be attenuated by MOA in permafrost soils.

K E YWORD S

carbon mineralization, incubation, mineral-organic association, permafrost soils, radiocarbon,

temperature sensitivity

1 | INTRODUCTION

Decomposition of soil organic matter (OM) depends on soil environ-

mental conditions and the accessibility of organic compounds to the

decomposer community. In arctic permafrost soils, low temperatures

and high moisture lower the biodegradation of OM (Ping, Jastrow,

Jorgenson, Michaelson, & Shur, 2015) and lead to the accumulation

of large organic carbon (OC) stocks (Hugelius et al., 2014).

Climate change is predicted to increase active layer thickness

and deeper drainage in permafrost soils (Harden et al., 2012; Schae-

fer, Zhang, Bruwiler, & Barette, 2011; Sushama, Laprise, Caya, Verse-

ghy, & Allard, 2007) and ongoing changes have been already

observed (Elberling et al., 2013; Im & Kharuk, 2015; Romanovsky

et al., 2010). Deepening of the active layer will likely change water

and temperature gradients and oxygen availability in permafrost

soils, thereby producing changing conditions for a broader microbial

community (Gittel et al., 2014) and possibly stimulating OC turnover.

The changing climate, however, will also affect physicochemical

properties of the soil, such as structure, OM adsorption-desorption

processes and nutrient availability. Understanding their effects on

OM decomposition and their responses to temperatures is thus

imperative for understanding OC dynamics in high-latitude soils in a

future climate (Schuur et al., 2015).

The availability of organic molecules and nutrients to the decom-

posers, determines the decomposability and thus quality of OM (Dun-

gait, Hopkins, Gregory, & Whitmore, 2012). The separation of OM

into functional fractions, i.e., particulate OM (plant residues) and min-

eral-organic associations (MOA), by physical fractionation has pro-

vided much insight into the stabilization of OM (K€ogel-Knabner et al.,

2008). Particulate OM, herein operationally defined as the light frac-

tion (LF; <1.6 g/cm3; Crow, Swanston, Lajtha, Brooks, & Keirstead,

2007), is traditionally regarded as a faster-cycling OC fraction. Decom-

position of the LF can be slowed down or inhibited only by occlusion

in soil aggregates, by compounds that inhibit enzyme activity (e.g.,

tannins), and by a lack of specialized decomposer organisms (Dungait

et al., 2012). Longer turnover times and higher 14C-ages have been

reported for OM associated with metal ions and pedogenic minerals

such as clay minerals or Fe and Al oxides (Herold, Sch€oning, Michalzik,

Trumbore, & Schrumpf, 2014; K€ogel-Knabner et al., 2008; Schrumpf

et al., 2013). Strong bonds, resulting from the adsorption of OM to

mineral surfaces, or precipitation of mineral-organic complexes limit

microbial access to these carbon source (Mikutta et al., 2007; Scheel,

D€orfler, & Kalbitz, 2007). The percentage of mineral-bound OC with

delayed turnover depends on the sorption capacity of the mineral

phase, the reactivity of the OM, the mineral surface loading as regu-

lated by the OC input, and the oxygen availability (Hall, McNicol,

Natake, & Silver, 2015; Kaiser & Guggenberger, 2003). A recent study

highlighted the tight link between Fe oxides, microaggregate structure,

and OC stabilization in permafrost soils, similarly as it is known for

temperate soils (Mueller et al., 2017).

In temperate environments, the LF is restricted mostly to topsoil O

and A horizons, whereas the fraction of mineral-bound OC and the

bonding strength increase with soil depth (Kaiser & Guggenberger,

2003; K€ogel-Knabner et al., 2008). Vertical transport of dissolved OC

(DOC), such as rhizodeposition or products of microbial synthesis are

the principle sources of carbon in mineral-organic associations in sub-

soils (Kaiser & Guggenberger, 2000; Rumpel & K€ogel-Knabner, 2011).

Permafrost soils, however, are more complex as they are affected by

cryoturbation. Cryoturbation is the mass exchange between soil hori-

zons based on frequent freezing-thawing cycles in combination with

moisture migration along a thermal gradient (Bockheim & Tarnocai,

1998). Cryoturbation transfers fresh OM such as LF material to the

subsoil, where it can even be incorporated into the permafrost and

contribute approximately 20% to subsoil OC storage (Gentsch,

Mikutta, Alves, et al., 2015). Cryogenic migration also delivers large

amounts of DOC to the subsoil, where it is retained in metal-organic

precipitates (Gentsch, Mikutta, Alves, et al., 2015; Gundelwein et al.,

2007; Ostroumov et al., 2001). The assemblage of pedogenic minerals
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in permafrost soils often reflects the current geochemical conditions

(low temperature, anaerobiosis) and the low level of soil development

(Alekseev, Alekseeva, Ostroumov, Siegert, & Gradusov, 2003; Borden,

Ping, McCarthy, & Naidu, 2010). However, changes in redox condi-

tions, soil acidity and composition of the soil solution may have direct

consequences for the retention and remobilization of OM in mineral-

organic associations (Kleber et al., 2015).

Biochemical reactions in soils are controlled, amongst other fac-

tors, by temperature and the response of soil OM to changing climate

depends on its temperature sensitivity (Davidson & Janssens, 2006).

Temperature sensitivity is commonly expressed as the Q10 factor,

which is the factor by which a reaction rate changes as the tempera-

ture increases by 10°C. The Q10 of soil OM is controlled by a combi-

nation of its chemical composition and its availability, defined as

intrinsic and apparent temperature sensitivity (Davidson & Janssens,

2006). Therefore, in soils with variable OM composition and protec-

tion mechanisms, the Q10 can be the result of various mechanisms

(Gillabel, Cebrian-Lopez, Six, & Merckx, 2010). From laboratory incu-

bation experiments, OM pool sizes and their temperature response

can be estimated by applying one or more first-order decay models to

CO2 emission data (Bracho et al., 2016; Conant et al., 2008; Sch€adel,

Luo, David Evans, Fei, & Schaeffer, 2013). Those models provide valu-

able information on the apparent temperature sensitivity of the sub-

strate. Investigation of the intrinsic temperature sensitivity of

laboratory-separated specific OM fractions, however, is complex albeit

urgently needed to predict future OC cycling in arctic ecosystems

(Karhu et al., 2010; Yang, Wullschleger, Liang, Graham, & Gu, 2016).

The aim of this study was to investigate the temperature sensitiv-

ity of OM of all major soil horizons of the active layer and the upper

permafrost of cryoturbated permafrost soils across the Siberian Arctic.

Mineral-organic associations have been regarded as less important for

OM stabilization in permafrost soils than in other soils (H€ofle, Rethe-

meyer, Mueller, & John, 2013; Ping, Jastrow, Jorgenson, Michaelson,

& Shur, 2014). Our previous research indicated, however, a certain

protective capacity of soil minerals over decomposition (Gentsch,

Mikutta, Shibistova, et al., 2015). Additionally, we aimed at under-

standing the bioavailability of bulk soil and the corresponding MOAs

at different temperatures. Towards these aims, we isolated the MOA

by density separation and determined the Q10 in laboratory incuba-

tions in comparison to the bulk soil. We determined the 14C activity of

MOA fractions and the bulk soil and their respired CO2. We hypothe-

sized that (i) MOAs in permafrost soils comprise a continuum of

organic substances with inherent kinetic properties, 14C activity and

bioaccessibility and that (ii) reduced substrate availability in the subsoil

resulted in a greater temperature sensitivity than topsoil horizons.

2 | MATERIALS AND METHODS

2.1 | Field sites and basic soil properties

Soil samples were collected from tundra sites in areas of continuous

permafrost in the east, central and west Siberian Arctic (Figure 1;

Tazowskiy, TZ; Ari-Mas, AM; Logata, LG; Cherskiy, CH). At each study

site, profiles in different bioclimatic subzones were excavated, which

resulted in nine sampling sites, each with three replicated soil profiles

(Supporting Information Table S1). For a detailed description of the

sampling sites and the sampling design, see Gentsch, Mikutta, Alves,

et al. (2015). Briefly, five-metre-wide soil pits were excavated down

to the permafrost table, and soil material from all designated horizons

within the active layer was sampled across the profile. Permafrost

samples were taken from the upper 30–40 cm of the permafrost. Liv-

ing roots were carefully removed, and the air-dried samples were

passed through a 2-mm sieve. Diagnostic soil horizons were identified

in accordance with Soil Taxonomy (Soil Survey Staff, 2014) and were

clustered into the following five major groups: organic topsoil hori-

zons (O), mineral topsoil horizons (A), cryoturbated OM-rich pockets

in the subsoil (Ajj, Ojj; hereafter referred to as cryoturbated topsoils),

mineral subsoil horizons (BCg, BCgjj, Cgjj, Cg; hereafter clustered as

B/C) and permafrost horizons (Cff). The term “cryoturbated topsoils”

refers only to those horizons that are defined as topsoils, based on

their OM content (Soil Survey Staff, 2014), that were buried by cryo-

genic processes as pockets, involutions or tongues in mineral soil hori-

zons (see Figure 2). Mineral subsoil and permafrost horizons, unless

defined otherwise, are subsequently referred to as “subsoil”.

Soil pH was measured in water extracts (soil-to-water ratio of

1:2.5), and soil textures were determined using the sieve-pipette

method after OM removal (DIN ISO 11277, 2002). Water-holding

capacity (WHC) was measured as described by Schinner, Kandeler,

Ohlinger, and Margesin (1993) with modifications of the sample

amount (10 g dry weight) and drainage time (24 hr). Iron and Al

were extracted from the dry soil samples using selective extraction

methods, i.e., sodium dithionite-citrate-bicarbonate, acid-ammonium

oxalate (Carter & Gregorich, 2008) and sodium pyrophosphate (mod-

ified according to Mikutta, Lorenz, Guggenberger, Haumaier, & Fre-

und, 2014). The extracts yielded estimates of the total amount of

pedogenic Fe (Fed), poorly crystalline oxyhydroxides (Feo, Alo), and

organically complexed Fe and Al (Fep, Alp). For a detailed description

of these methods, see Gentsch, Mikutta, Alves, et al. (2015).

Physical fractionation of mineral bulk soil samples by density

(method of Golchin, Oades, Skjemstad, & Clarke, 1994; modified by

Gentsch, Mikutta, Alves, et al., 2015) yields two OM fractions. The

light fraction (LF, <1.6 g/cm3) represents particulate OM such as fine

roots, wood, bark, charcoal and litter fragments. The heavy fraction

(HF, >1.6 g/cm3) contains mostly MOA (Cerli, Celi, Kalbitz, Guggen-

berger, & Kaiser, 2012). The HF and the LF were investigated by scan-

ning electron microscopy (FEI Quanta 200 FEG, Oregon, USA) to

control the proper separation of the two fractions. The organic matter

lost during the fractionation was quantified and is referred to as the

“mobilizable fraction” (Gentsch, Mikutta, Alves, et al., 2015). All the

bulk soil samples and the physical soil fractions were measured for

their OC and TN concentrations and d13C ratios in duplicates using an

Elementar IsoPrime 100 IRMS (IsoPrime Ltd., Cheadle Hulme, UK)

coupled to an Elementar vario MICRO cube EA C/N analyser (Elemen-

tar Analysensysteme GmbH, Hanau, Germany). The isotope ratios are

expressed in delta notation relative to the Vienna Pee Dee Belemnite

standard (Hut, 1987). Based on the OC concentrations in the HF (HF-
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OC), the molar ratios of metal to OC (Fed/HF-OC, (Feo + Alo)/HF-OC,

(Fep + Alp)/HF-OC) were calculated.

2.2 | Incubation and assessment of temperature
sensitivity

Incubation experiments were performed on the bulk soil samples

and their corresponding HFs. Since the HF comprised >80% and the

LF only <5% of the total dry weight, we were unable to extract suit-

able amounts of the LF for incubation. Six profiles and five horizons

per pit (O, A, Ajj, B/C, Cff; listed in order of increasing depth cate-

gories) were chosen for the bulk soil incubation (n = 120) from each

site (TZ, AM, LG, CH). For the HF incubation, samples from four

mineral horizons (A, Ajj, B/C, Cff) and three profiles per site were

chosen (n = 48). The bulk and HF samples were incubated aerobi-

cally at constant temperatures of 5 and 15°C for 175 days in dark-

ness (total n = 336). Below, the term “treatment” refers to a specific

fraction (bulk or HF) and temperature (5 or 15°C).

Ten grams of bulk and HF material from the mineral horizons and

5 g of the organic horizons were weighed into 120-ml flasks and were

adjusted to 60% water-holding capacity (Howard & Howard, 1993).

The flasks were plugged with polyethylene wool to minimize water

loss and allow gas exchange. The moisture level was measured gravi-

metrically, and lost moisture was replaced weekly by adding ultrapure

water. A preliminary incubation experiment (14 days at 15°C) was

conducted to test the restoration of microbial activity in the bulk soil

and the effect of the density fractionation on microbial diversity in the

HF (details Supporting Information, Data S1). Measurement at the

start of the preliminary experiment revealed that density fractionation

caused a loss of 98.10% rRNA gene copy numbers in the HF. In con-

trast, the relative abundance of the major groups was only marginally

effected (Supporting Information Figures S2 and S3). After 14 days of

incubation, the rRNA gene copy numbers of bacteria and fungi

showed faster growth rates in the HF as compared to the bulk.

Archaea were generally of very low abundance (<0.3% of rRNA gene

copy numbers in the bulk samples) and could not be restored after

density fractionation. After 14 days, samples were characterized by a

strong dominance of fungi in both treatments (bulk 97%, HF 99%).

Further, the preincubation had the same respiration pattern between

bulk soil and the HF, but 31% lower absolute rates for the latter (Sup-

porting Information Figure S1). Despite the potential loss of the spe-

cies-level diversity, the respiration pattern suggests substantial

functional redundancy (Schimel & Schaeffer, 2012). Therefore, no

inoculum was added, and the microbial community was reactivated by

preincubating all samples for 14 days starting at 15°C. Residual

sodium polytungstate in the HF was negligible and did not affect

microbial respiration (Gentsch, Mikutta, Shibistova, et al., 2015). The

lower temperature treatment was set to 5°C on day 7 of the preincu-

bation. Gas sampling started after the preincubation (day 0) and was

repeated on days 7, 14, 21, 28, 42, 56, 84, 112 and 175. Prior to the

gas sampling, the flasks were crimped with hollow stoppers (IVA,

Meerbusch, Germany) and flushed with synthetic air (20% O2, 80%

F IGURE 1 Map of sampling sites, with name abbreviations in brackets. Each point represents three replicate soil profiles (27 total soil
profiles) [Colour figure can be viewed at wileyonlinelibrary.com]

F IGURE 2 Cross-section of a representative Gelisol from Taimyr peninsula (graph adapted from Gentsch, Mikutta, Alves, et al., 2015). Very
prominent, the cryoturbated OM-rich pockets in the subsoil (Ajj, Ojj) referred to as cryoturbated topsoils. Horizon designations according to
(USDA, 1999) [Colour figure can be viewed at wileyonlinelibrary.com]
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N2) until the headspace was replaced a minimum of three times. The

headspace samples were taken using rubber-tight syringes 24 hr after

closing the flasks and were injected into 20-ml preevacuated exetain-

ers. The proper closing time was tested beforehand to avoid concen-

trations causing inhibiting effects on microorganisms and

concentrations below the detection limit. The CO2 concentrations

were measured using a gas chromatograph equipped with an electron

capture detector (Shimadzu GC 2014, Kyoto, Japan modified accord-

ing to Loftfield, Flessa, Augustin, & Beese, 1997) and were corrected

for the dissociated CO2 in the soil solution in accordance with the

method of Sparling and West (1990).

Cumulative OC mineralization during the incubation period was

calculated as the sum of the daily CO2-C evolution. The concentra-

tions on the days between the measurement points were interpo-

lated by applying a cubic spline function to the measured CO2-C

release. The CO2 evolution was expressed per gram of initial soil OC

(lg g�1 OC�1 day�1), and the cumulative OC release was fitted to a

first-order decay function optimized by a Gauss-Newton algorithm

(equation 1).

CðtÞ ¼ Cð0Þ � e�kt; (1)

where C(0) is the preincubation OC concentration of the sample (lg

OC), k is the decay rate constant, and C(t) is the difference between

C(0) and the cumulative amount of respired CO2-C at time t. The

proportion of the HF to the total OC mineralization was expressed

as a percentage of the corresponding bulk sample assuming that the

decomposition of the HF-OC was independent of the presence of

LF-OC and its decay products. Using Eqn. 2, the temperature depen-

dence of the OC mineralization was calculated as the Q10 (Kirsch-

baum, 1995; Lloyd & Taylor, 1994) based on the decay rate

constants (k) at 5°C (T1) and 15°C (T2).

Q10 ¼ k2
k1

� �ð 10
T2�T1Þ

(2)

The amount of microbial biomass carbon (Cmic) was determined

using the chloroform fumigation-extraction (CFE) method following

the protocols presented by Brookes, Landman, Pruden, and Jenkin-

son (1985) and Sparling, Feltham, Reynolds, West, and Singleton

(1990). Subsets of the postincubation samples were exposed to an

ethanol-free chloroform atmosphere in a desiccator for 24 hr in

darkness and were subsequently extracted in a 0.5 M K2SO4 solu-

tion (soil:solution ratio of 1:10), filtered through ash-free filters (Sar-

torius Stedim, grade 389), and measured for OC and TN

(VarioTOCcube, Elementar, Hanau, Germany). The chloroform-labile

C is proportional to the microbial biomass, and Cmic was calculated

as the difference between the fumigated and nonfumigated sam-

ples, without a correction factor (Whittinghill & Hobbie, 2012).

2.3 | 14C analysis

Radiocarbon concentrations (14C) in the bulk soil and HF as well as

in the CO2 released during the incubation at 15°C were analysed for

four profiles at two sites (AM, LG). For the 14CO2 analyses, the

headspace CO2 production was collected at the final stage of incu-

bation between days 144 and 174. To obtain at least 0.4 mg of car-

bon for the measurements, the flasks were closed, and the

headspace production was sampled every 5 days, followed by

repeated flushing with synthetic air to prevent elevated CO2 concen-

trations. Solid samples (free of inorganic carbon) were combusted in

an elemental analyser, and the released CO2 was purified, measured

for 13C via IRMS, and reduced to graphite over an iron/silver cata-

lyst. The gas samples were separated from other gasses in a cryo-

genic CO2 trap and were treated in the same manner as the CO2

from the solid samples. The 14C content was analysed via accelerator

mass spectrometry at the Jena Radiocarbon Laboratory (Germany). A

more detailed description of the sample preparation was presented

by Steinhof, Adamiec, Gleixner, Wagner, and van Klinken (2003). The

data were analysed in accordance with the method of Steinhof

(2013) and were expressed as percent modern carbon (pMC; 100

pMC = 1950 AD; Stuiver & Polach, 1977). The ages were estimated

using OxCal 4.2 (Ramsey & Lee, 2013), and the calibration curves for

pMC < 100 and for pMC > 100 were IntCal13 (Reimer et al., 2013)

and Bomb13NH2 (Hua, Barbetti, & Rakowski, 2013), respectively.

2.4 | Data analysis

The effects of the incubation treatments on the total OC mineral-

ization (normalized to initial OC content) were analysed using lin-

ear mixed-effect models (LMMs) to account for the hierarchical

nesting of soil samples within sites and for repeated measurements

of a given soil sample (due to the fractionation and temperature

treatments). The temperature, OM fraction and soil horizon were

treated as fixed effects. We fitted various models (lmer, R package

lme4; Bates, M€achler, Bolker, & Walker, 2015) such that the sites,

horizons and samples within a site were allowed to interact with

temperature and/or OM fraction. Their residuals were checked for

normality, and the data were log transformed when needed. The

model that fitted the OC mineralization data best was selected

based on the Akaike information criterion (AIC). Differences

between the treatments within the horizons were tested based on

least-squares means obtained from the model fitted to the factor

combinations (R package lsmeans; Lenth, 2016), followed by com-

parisons using approximative t-statistics and calculation of 95%

confidence intervals. Differences between Cmic in individual treat-

ments were analysed using the approach described above. The

effects of the various soil parameters on the OC mineralization

and Q10 were analysed by applying individual LMMs on the pre-

dictor variables. A detailed description is presented in the Support-

ing Information (Data S2).

Analysis of variance (ANOVA) was performed on the basic soil

parameters, and groups were compared using Tukey’s honest signifi-

cance test (HSD). Below, the term ‘significant’ indicates that p < 0.05.

Mean values are presented along with their standard errors (� SE) or

confidence intervals (<2.5% CI, >97.5% CI). All the statistical analyses

were performed using R 3.1.3 (R Core Team, 2015), and the figures

were prepared using the ggplot2 package (Wickham, 2009).
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3 | RESULTS

3.1 | Basic soil parameters

All the soils were classified as Aquiturbels (Soil Survey Staff, 2014)

or Turbic Cryosols (IUSS Working Group WRB, 2014), which display

strong evidence of cryoturbation and aquic conditions in the active

layer during the thaw period. The soil pH increased from slightly

acidic in the topsoil to moderately alkaline in the permafrost (Sup-

porting Information Table S3). The soil texture classes were silty clay

loam or silt loam at sites TZ, LG and CH and sandy loam and loam

at site AM (Table 1). The total pedogenic Fe contents extracted

using dithionite-citrate ranked in the order of AM > TZ > LG > CH

but did not vary significantly between horizons (two-way ANOVA,

F(3, 79) = 46, psite < 0.001; F(3,79) = 0.2, phorizon = 0.88). The Fe liber-

ated from poorly crystalline Fe minerals using acid oxalate repre-

sented the largest fraction of pedogenic Fe. The amount of

organically complexed Fe and Al present in ultracentrifuged

pyrophosphate extracts varied between sites and horizons (two-way

ANOVA, F(9, 79) = 46, p(site*horizon) < 0.05), and larger amounts were

present in the CH and LG soils than in the AM and TZ soils. The lar-

gest amounts of organically complexed Fe and Al were present in

the cryoturbated topsoils and exceeded those in the surrounding

mineral horizons on average by a factor of 3. The OC and TN con-

centrations in the cryoturbated topsoils were up to threefold higher

than in the surrounding mineral subsoil (Table 1). The molar ratios of

metal (Fed, Feo + Alo, Fep + Alp) to carbon were significantly smaller

in the topsoil and cryoturbated topsoils than in the mineral subsoil

and the permafrost (Supporting Information Figure S7). High OC

concentrations (>1% on average) were found in the permafrost of

CH, AM and LG, except in the TZ soils (<0.2% on average), with

their thicker active layers and weaker evidence of cryogenic pro-

cesses. High proportions of LF-OC were present in the cryoturbated

topsoils and permafrost horizons (again, the TZ soils were the excep-

tion), but the larger proportion of total OC and TN in all the horizons

was still associated with minerals (HF-OC 63 � 1%; HF-TN

83 � 4%). Interestingly, the proportion of HF did not differ signifi-

cantly between sites or horizons, despite the large distances

between the sites and differences in soil development. The total soil

OC storage within the uppermost metre of soil (calculations from

Gentsch, Mikutta, Alves, et al., 2015) varied from 6.5 kg/m2 at TZ to

36.4 kg/m2 at LG. Based on an average OC storage of

20.2 � 1.5 kg/m2, 18% of the OC (2.5 � 0.5 kg/m2) was stored in

the cryoturbated topsoils materials and 34% (8.1 � 1.2 kg/m2) in

the permafrost (except at TZ). The organic horizons stored 13%

(2.6 � 0.5 kg/m2) of the total OC in the uppermost metre, whereas

TABLE 1 Properties of the incubated soil samples (n = 120, mean � SE) according to (Gentsch, Mikutta, Alves, et al., 2015). Note, element
contents for the LF and HF are given per g of dry weight bulk soil, while C/N ratios refer to the element concentration of the substrates

Site Horizon
OC bulk TN bulk OC LF TN LF OC HF TN HF C/N ratio
(mg/g) (mg/g) (mg/g) (mg/g) (mg/g) (mg/g) Bulk

TZ O (n = 6) 254.57 � 20.98 7.46 � 0.32 n.a. n.a. n.a. n.a. 34.17 � 2.50

A (n = 5) 26.74 � 6.84 1.66 � 0.37 5.55 � 1.26 0.14 � 0.04 18.20 � 4.77 1.35 � 0.31 15.64 � 0.78

Ajj (n = 6) 34.95 � 11.71 2.00 � 0.49 4.31 � 1.13 0.11 � 0.02 19.08 � 6.86 1.40 � 0.34 15.09 � 2.03

BC (n = 7) 3.88 � 0.94 0.39 � 0.05 0.91 � 0.35 0.02 � 0.01 2.46 � 0.59 0.34 � 0.04 9.28 � 1.20

Cff (n = 6) 1.95 � 0.27 0.29 � 0.05 0.20 � 0.05 0.01 � 0.00 1.30 � 0.16 0.26 � 0.03 6.81 � 0.48

AM O (n = 6) 211.62 � 90.25 7.13 � 2.79 n.a. n.a. n.a. n.a. 29.17 � 1.25

A (n = 5) 43.05 � 10.72 2.42 � 0.51 15.55 � 7.25 0.58 � 0.26 18.21 � 4.13 1.26 � 0.24 16.70 � 1.43

Ajj (n = 9) 47.63 � 15.25 2.35 � 0.46 26.15 � 14.97 0.92 � 0.42 18.54 � 3.71 1.31 � 0.27 18.44 � 2.39

BC (n = 5) 6.16 � 1.49 0.51 � 0.10 1.05 � 0.30 0.04 � 0.01 4.58 � 1.24 0.42 � 0.10 11.77 � 0.75

Cff (n = 5) 11.9 � 3.17 0.74 � 0.15 7.01 � 5.31 0.34 � 0.26 12.93 � 3.31 0.93 � 0.24 15.12 � 1.69

LG O (n = 4) 166.07 � 5.56 8.94 � 0.07 n.a. n.a. n.a. n.a. 18.58 � 0.47

A (n = 5) 71.20 � 8.03 4.58 � 0.49 18.34 � 6.34 0.80 � 0.30 48.38 � 6.02 3.31 � 0.36 15.49 � 0.35

Ajj (n = 8) 80.18 � 10.16 4.51 � 0.33 20.27 � 5.86 0.80 � 0.19 49.40 � 4.45 3.19 � 0.18 17.47 � 1.29

BC (n = 8) 22.86 � 2.21 1.59 � 0.10 4.01 � 0.63 0.15 � 0.02 15.91 � 1.92 1.26 � 0.09 14.12 � 0.62

Cff (n = 5) 10.16 � 0.74 0.89 � 0.04 2.01 � 0.22 0.07 � 0.01 7.14 � 0.92 0.72 � 0.05 11.33 � 0.42

CH O (n = 6) 222.01 � 8.06 11.00 � 0.76 n.a. n.a. n.a. n.a. 20.62 � 1.49

A (n = 5) 36.58 � 21.89 2.38 � 1.23 3.13 � 0.65 0.09 � 0.01 8.29 � 1.20 0.85 � 0.08 13.52 � 1.14

Ajj/Ojj (n = 5) 128.34 � 24.32 7.29 � 1.26 47.94 � 11.22 1.95 � 0.43 77.69 � 15.16 5.64 � 1.09 17.39 � 0.43

BC (n = 8) 15.01 � 2.08 1.22 � 0.12 1.89 � 0.29 0.05 � 0.01 9.99 � 1.77 0.91 � 0.10 12.04 � 0.52

Cff (n = 6) 29.06 � 12.82 1.64 � 0.35 3.84 � 0.78 0.17 � 0.03 12.45 � 3.33 1.62 � 0.48 14.58 � 3.31

Total n = 120
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the LF- and HF-OC contributed 18% (3.6 � 0.4 kg/m2) and 55%

(11.1 � 0.9 kg/m2) in the mineral horizons, respectively.

3.2 | OC mineralization and temperature response

After 175 days of incubation, the range of cumulative OC mineral-

ization was 1.5 to 178.8 mg C g�1 OC�1 (Figure 3). The total OC

mineralization generally decreased from the O to the B/C and was

lowest in the Ajj horizon. However, Cff horizons exhibited high

cumulative respiration rates, similar to the O horizon. The total OC

mineralization did not differ significantly between sampling sites in

the topsoil (O and A horizons) and cryoturbated topsoils (Supporting

Information Table S4). Significantly, higher OC mineralization was

observed in the B/C samples from TZ and in the permafrost samples

from TZ and CH compared to the other sites. A comparison of the

different treatments using the LMMs (summarized in Figure 3, right

panel) shows significant differences between the bulk and HF sam-

ples in the 5°C treatment (except for the permafrost samples) but

not in the 15°C treatment (Supporting Information Table S5). The

average contribution of the HF to the total OC mineralization was

70.3% (61.3, 79.3), with no significant differences between soil hori-

zons or temperature treatments (Supporting Information Figure S5).

This parameter, however, requires a very careful interpretation, as

the potential loss of the indigenous microbes during the

fractionation could likely have caused alterations of results. The

linear mixed-effect models indicate that mineral stabilization, clay

content, poorly crystalline Fe and Al oxyhydroxides and Fe- and Al-

organic complexes were important predictors of OC mineralization in

the A, B/C and Cff horizons, with higher values associated with 17%

to 83% lower OC mineralization (Figure 6, Supporting Information

Table S7). Higher temperatures and soil pH stimulated the OC min-

eralization significantly. Interestingly, higher C/N ratios reduced the

OC mineralization in the cryoturbated topsoil and subsoil horizons.

The k constant was 20% higher in the HF than in the bulk soil and

significantly correlated to the bulk k (5°C: r2 = 0.67, p < 0.001,

15°C: r2 = 0.57, p < 0.001). Since we cannot rule out a possible

effect of a changed microbial diversity on k and the resulting Q10,

we treated the bulk soil and the HF independently in the statistical

analyses. The average Q10 tended to be higher for the HF than for

the bulk soil across all horizons, although this tendency was not sta-

tistically significant (Figure 4). For the bulk soil and HF, the Q10

decreased gradually from the topsoil (2.4 � 0.1 and 2.9 � 0.5)

towards the permafrost (1.4 � 0.1 and 1.5 � 0.2). The bulk soil

showed strong negative correlations between the Q10 and the molar

ratios of metal to HF-OC (Fed, Feo + Alo) and pH (Supporting Infor-

mation Table S8). Positive relationships were observed between the

Q10 and the C/N ratio and d13C content. An increase in the molar

(Feo + Alo)/HF-OC ratio by a factor of 10 in the bulk soil, for exam-

C/N ratio C/N ratio Fed Feo Fep Alo Alp Clay Silt
LF HF (mg/g) (mg/g) (mg/g) (mg/g) (mg/g) (wt%) (wt%)

n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

40.69 � 1.49 13.02 � 0.76 5.60 � 0.34 3.90 � 0.44 0.81 � 0.19 1.66 � 0.25 0.68 � 0.16 23.9 � 3.05 68.43 � 2.72

34.74 � 3.61 11.75 � 1.64 6.44 � 0.28 4.70 � 0.50 0.96 � 0.46 1.91 � 0.51 0.78 � 0.34 28.53 � 4.65 65.17 � 3.52

37.15 � 3.91 6.65 � 0.96 4.60 � 0.29 3.04 � 0.33 0.25 � 0.06 0.98 � 0.11 0.21 � 0.05 19.61 � 2.40 70.81 � 3.66

28.53 � 1.90 4.88 � 0.22 4.44 � 0.79 2.27 � 0.11 0.15 � 0.04 0.60 � 0.05 0.07 � 0.00 15.16 � 3.37 63.15 � 5.96

n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

25.90 � 1.05 14.19 � 1.60 2.68 � 0.18 1.92 � 0.17 0.46 � 0.14 0.55 � 0.08 0.20 � 0.08 8.46 � 0.64 22.05 � 1.22

26.40 � 2.53 13.83 � 1.40 3.75 � 0.50 2.16 � 0.30 0.57 � 0.17 0.85 � 0.13 0.21 � 0.08 11.55 � 1.34 32.24 � 4.10

29.56 � 2.44 10.41 � 0.79 4.38 � 0.43 1.75 � 0.26 0.16 � 0.01 0.88 � 0.10 0.11 � 0.01 15.31 � 1.86 40.69 � 6.93

20.03 � 0.42 13.97 � 0.78 5.23 � 0.99 2.26 � 0.27 0.31 � 0.14 0.73 � 0.12 0.09 � 0.01 13.04 � 2.43 34.31 � 6.41

n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

25.35 � 1.72 14.57 � 0.56 5.76 � 0.73 3.47 � 0.41 0.94 � 0.13 0.68 � 0.09 0.33 � 0.05 22.80 � 3.94 53.20 � 4.07

23.77 � 1.95 15.49 � 1.15 6.57 � 1.08 5.28 � 1.37 1.81 � 0.51 0.82 � 0.10 0.34 � 0.04 26.57 � 1.54 61.95 � 1.99

27.47 � 0.94 12.33 � 0.73 8.41 � 0.38 5.41 � 0.47 1.11 � 0.20 0.93 � 0.08 0.23 � 0.03 31.49 � 1.66 64.06 � 2.29

29.13 � 1.34 9.95 � 0.75 6.74 � 3.32 4.44 � 0.69 0.57 � 0.02 0.63 � 0.01 0.08 � 0.01 24.83 � 0.56 74.99 � 0.58

n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

36.64 � 6.79 9.62 � 0.81 11.94 � 0.92 6.92 � 0.85 0.55 � 0.05 1.69 � 0.35 0.31 � 0.05 19.80 � 2.71 73.61 � 2.44

24.34 � 0.44 14.02 � 1.18 11.98 � 2.78 11.76 � 3.05 4.82 � 1.51 2.62 � 0.36 1.25 � 0.31 30.83 � 5.04 66.45 � 4.80

36.47 � 2.19 10.54 � 0.74 10.03 � 1.03 8.35 � 1.05 1.13 � 0.33 1.39 � 0.09 0.30 � 0.03 18.91 � 0.91 75.02 � 1.33

22.34 � 2.26 9.65 � 2.05 9.10 � 0.81 7.95 � 0.81 0.90 � 0.34 1.16 � 0.11 0.17 � 0.06 16.47 � 1.71 79.47 � 2.88
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ple, resulted in a significant linear reduction of the Q10 by 11.5%,

after taking into account the sampling sites and horizons as random

effects (Figure 7 and Supporting Information Table S8). Those effects

were observed in the bulk soil and HF but appeared to be significant

only in the former.

3.3 | Microbial biomass C

The microbial biomass (Cmic per gram of soil) at the end of the incu-

bation was largest in the organic topsoil samples and ranked in order

of O > A = Ajj > B/C = Cff (Supporting Information Figure S6). Mul-

tiple comparisons indicated significantly larger Cmic in the 15°C treat-

ments than in the 5°C treatments across all soil horizons (Supporting

Information Table S6). Similarly, Cmic was approximately twice as

high in the bulk soil samples as in the HF (Supporting Information

Table S6). A strong positive linear relationship was evident between

Cmic and OC concentration in the bulk samples (Supporting Informa-

tion Figure S6, upper panel). The same trend, although weaker but

still highly significant, was observed for the HF (Supporting Informa-

tion Figure S6, lower panel). The ratio of the microbial response to

the 10°C temperature increase (Cmic 15°C divided by Cmic 5°C) did

not vary between the sites and was constant between all the mineral

soil horizons.

3.4 | Radiocarbon signature

The organic topsoil horizons exhibited a modern 14C signature

(>115 pMC), suggesting the presence of OM that had accumulated

since the mid 1980s (Figure 5 and Supporting Information

Table S9 for calibrated 14C ages). The cryoturbated topsoils dis-

played higher 14C activity (78–96 pMC) than the surrounding soil

(21–68 pMC), indicating strong cryogenic activity during the previ-

ous 2 kyrs. The lowest 14C activity was observed in the per-

mafrost of the LG samples (5–14 pMC), indicating 14C ages

between 19–28 kyrs BP. Except for four samples, lower 14C con-

centrations were present in the HF than in the bulk soil. These
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F IGURE 3 Total OC mineralization in the bulk soil and HF during the 175-day incubation period at 5 and 15°C. The panel columns TZ,
AM, LG and CH show the mean values � SE (as bars and whiskers) of treatments (Bulk 5°C, Bulk 15°C, HF 5°C, HF 15°C) for the individual
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four samples were characterized by higher proportions of LF-OC

(72% in Ajj, 20% in the two B/C samples, and 44% in the Cff

samples), with apparently lower 14C activity than in the HF. The
14C in the CO2 released from the topsoil and cryoturbated topsoil

horizons generally followed the pattern of the solid OM but was

slightly higher (4–5 pMC) than the latter (Figure 5). Almost equal
14C activities of the bulk OM and their CO2 response from the O

horizons reflect the decomposition of recent OM. Except for one

permafrost sample, the 14C activity in the CO2 from the bulk and

HF subsoil samples (B/C, Cff) was 55–77 pMC higher than those

of the solid samples. In the A and B/C horizons, the 14C activities

in the CO2 of the HF were higher than that of the bulk soil,

whereas those of the Ajj and Cff horizons did not show a clear

trend. The 14C activity was significantly negatively related to the

molar ratios of metal to HF-OC (Fed/HF-OC: r2 = 0.47, p < 0.001;

(Feo + Alo)/HF-OC: r2 = 0.35, p < 0.01; (Fep + Alp)/HF-OC:

r2 = 0.32, p < 0.01).

4 | DISCUSSION

4.1 | Controls on OC turnover in permafrost

Permafrost environments contain unique soils, in which slow degra-

dation of plant residues due to unfavourable abiotic conditions

results in the accumulation of large OC stocks (Hugelius et al., 2014;

Tarnocai et al., 2009). We compared the potential bioavailability of

OM from five major genetic horizons of permafrost-affected soils via

laboratory incubation under aerobic conditions. Additionally, we

compared the mineralization and temperature response of the MOAs

(i.e., HFs) to that of their bulk OM equivalents. For the bulk OM, our

results show that the up-to-28-kyrs-old OM in the permafrost hori-

zons display OC mineralization rates equal to or higher than the

recent OM in the organic topsoil horizons (Figure 3). These observa-

tions corroborate the results of previous research (e.g., Lee, Schuur,

Inglett, Lavoie, & Chanton, 2012; Vonk et al., 2013) and suggest

potentially high availability of OM in the permafrost. The permafrost

layer within the first soil metre of the investigated soils stored

8.1 kg/m2 OC on average and 4.4% thereof was readily available

within the incubation period, even under the low temperature treat-

ments. The results underpin the vulnerability of ancient permafrost

OC to climate change and a substantial fraction of this material can

be subject to rapid breakdown upon permafrost thaw (Schuur et al.,

2015).

In contrast to the fast turnover in the permafrost, the total bulk

OC mineralization in cryoturbated topsoils was up to four orders of

magnitude lower than that in our undisturbed topsoils and was quite

constant across sampling sites. Despite the very different OC miner-

alization rates in the mineral topsoils and cryoturbated topsoils, the

initial OC content, the C/N ratios, and the microbial biomass at the

end of the experiment, did not differ significantly. In addition, the

chemical OM compositions in those horizons have been shown to

be very similar (Gentsch, Mikutta, Shibistova, et al., 2015). Therefore,

microbial biomass and substrate composition can hardly explain all

the different OM mineralization patterns among the individual soil

horizons. Key factors controlling OM turnover in soils are the prop-

erties of the microbial community and the accessibility of organic

substrates for extracellular enzyme degradation (Dungait et al.,

2012). These key factors appeared to be valid explanations for the

retarded decomposition in cryoturbated topsoils, even under the

favourable conditions simulated in our experiment. The microbial

community composition can be very different between topsoils and

cryoturbated topsoils (Gittel et al., 2014) and is closely related to the

enzyme activities for OM breakdown in the latter (Schnecker et al.,

2015). Further, the decomposition of OM in cryoturbated topsoils

has been shown to be constrained by the availability of labile N and

C sources (Wild et al., 2016).

Knowledge about the distribution of OC between functionally

different OM fractions and their inherent decomposition patterns

provides deeper insights into the main controls on total OC mineral-

ization. We found that an average of 63% of the total OC stocks

within the mineral soil horizons was present in the HF. The LF

accounted for 22% of the subsoil OC stocks, and the rest was mobi-

lized in dissolved form during the density fractionation (Gentsch,

Mikutta, Alves, et al., 2015). During the incubation, we discovered

that the HF was contributing to about 70% to the bulk soil respira-

tion in all the mineral soil horizons (Supporting Information Fig-

ure S4). Consequently, the OC mineralization in the HF followed the

pattern of that in the bulk soil: highest in the permafrost and lowest

in the cryoturbated topsoils. Also, 14C activity and the corresponding

age of the bulk OC were in most cases dominated by the HF. Our

results thus indicate that the OC in the HF likely contribute largely

to the CO2 release from mineral horizons. This conclusion is also

F IGURE 4 Temperature sensitivity of OC mineralization
expressed as Q10 (mean � 95% CI) in the bulk soil and the
corresponding HF. The soil horizons are arranged in order of depth
from organic topsoil (O) to permafrost (Cff). Lower case letters
denote significant differences between horizons and fractions based
on the LMM comparisons (p < 0.05)
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consistent with a previous short-term incubation experiment show-

ing that the LF in subsoil horizons displayed even lower mineraliza-

tion rates than the HF (Gentsch, Mikutta, Shibistova, et al., 2015).

We further found that the respired HF-CO2 in the subsoil (Figure 5,

B/C and Cff horizons) was between 12 and 26 kyrs younger than

the HF-OC source. These large differences demonstrate that MOA is

not a homogeneous fraction. The MOA rather is composed of at

least two pools: a younger, faster-cycling continuum and an older,

more-stable continuum (see also Swanston et al., 2005; Koarashi,

Hockaday, Masiello, & Trumbore, 2012; Schrumpf et al., 2013).

The bioavailable continuum of the HF-OC in the subsoil was <9% of

the initial OC and had maximum ages of 0.7 to 3.7 kyrs BP (Fig-

ure 5, red symbols). The much older HF-OC continuum was not min-

eralized within the incubation period. These findings are in

agreement with the findings of Mueller et al. (2014) and confirm

that the more recently fixed OC was respired first during the

incubation.

4.2 | Temperature sensitivity and mineral controls

Temperature was a strong control increasing the OC mineralization

during the incubation (Figure 6). According to the principles of

kinetic theory, the temperature sensitivity of OM increases with

“substrate complexity” (Davidson & Janssens, 2006). In other words,

substances requiring low activation energy, such as glucose, display

lower temperature sensitivity than molecular complex substances,

such as lignin. This so-called ‘carbon-quality-temperature’ (CQT)

hypothesis appears to be valid for topsoil materials in various

ecosystems (Conant et al., 2011; Craine, Fierer, & McLauchlan,

2010). By testing the CQT experimentally, those studies indicated

that rapidly cycling (high-quality) OM has lower activation energy

than slowly decomposing (low-quality) OM. In the permafrost soils in

our study, the HF also exhibited a greater sensitivity to temperature

than the faster decomposing bulk OM, containing the particulate and

leachable OM. However, the CQT concept fails when considering

the variation in temperature sensitivity with depth. We observed

decreasing temperature sensitivity with depth regardless of the type

of OM fraction (Figure 4). At the same time, the Q10 is positively

correlated with the C/N ratio and d13C values (Supporting Informa-

tion Table S8). Following the concept outlined above, such a pattern

would suggest greater stability of OM in the upper horizons, which

is not supported by the molecular structure. Our previous investiga-

tion showed increasing OM transformation with depth. The transfor-

mation was indexed by decreasing C/N ratios, increasing d13C

values, increasing amounts of aromatic and alkyl-C structures and

decreasing O/N-alkyl-C structures such as carbohydrates as well as

relative enrichment of lignin-derived phenols and depletion of neu-

tral sugars (Dao et al., 2018; Gentsch, Mikutta, Shibistova, et al.,

2015). Therefore, the discrepancy between kinetic theory and the

observed temperature sensitivity may be explained by reduced OC

availability with increasing depth, and more specifically, by mineral

protection of OM (Gillabel et al., 2010).

Most likely, labile substances for cometabolic decomposition of

substances that require higher energy input are scarce and are
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horizons were arranged in order of depth. The 14C activity of the bulk material (circles) and the corresponding HF (rectangles) are shown in
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unavailable for potential stimulation of the microbial activity at

higher temperatures (Amelung, Flach, & Zech, 1999; Karhu et al.,

2010). For example, the OC mineralization in the bulk samples from

the cryoturbated topsoils was found to rely on the addition of

allochthonous nutrients and solutes from the topsoil (�Capek et al.,

2015). Additionally, priming has shown to be specifically pronounced

in deeper soil horizons in two studies with cryoturbated permafrost

soils (Wild et al., 2014, 2016). These energy constraints affect the

apparent temperature sensitivity of the OM, and its intrinsic temper-

ature sensitivity may be attenuated (Lef�evre et al., 2013; Schmidt

et al., 2011).

Enzymatic decomposition can be reduced upon sorption of OM

to minerals (Mikutta et al., 2007), which can decrease the apparent

temperature sensitivity of OM (Davidson & Janssens, 2006). The

strong negative link between Q10 and the ratios of metal to HF-OC

(Figure 7, Supporting Information Table S8) provide evidence for the

attenuation of the Q10 by mineral protection. Higher metal-to-OC

ratios result in a greater probability that OM will react with metals

or their oxyhydroxides (Kleber et al., 2015). Smaller OC loadings of

minerals in the subsoil (operationally mirrored by the increase in the

metal-to-HF-OC-ratios; Supporting Information Figure S7) than in

the topsoil may also cause stronger mineral-organic binding (Kaiser

& Guggenberger, 2003). Further, the negative correlation between

the 14C activity and the metal-to-HF-OC-ratios supports the

assumption that samples with a higher organo-mineral reaction

capacity showed the longest residence time in the soils. This reason-

ing is supported by the strong negative effects of clay minerals, HF-

OC and Fe and Al forms on the OC mineralization in the subsoil

(Figure 6). A recent experiment involving organic Gelisols yielded a

similar decrease in the Q10 with increasing mineral content (Bracho

et al., 2016).

Finally, in our study, the soil pH appeared to be a highly signifi-

cant predictor of both the OC mineralization and Q10 (Figure 6,

Supporting Information Table S8). Because mineral-OM interactions

(i.e., adsorption-desorption, coprecipitation) are strongly controlled

by soil pH, weaker binding occurs at neutral and alkaline pH,

whereas desorption processes and thus the OM accessibility to

decomposers are reduced at low soil pH (see the review by Kleber

et al., 2015). Higher OC mineralization with increasing soil pH was

observed within the horizons where the mineral predictors signifi-

cantly reduce OC mineralization (A, B/C, Cff horizons) but not within

the organic horizons (Figure 6).

Overall, our results demonstrate that the temperature sensitivity

of OC in permafrost soils is not necessarily related to substrate qual-

ity but rather to the physicochemical stabilization mechanisms in the

soil environment. Mineral protection contributes greatly to the stabi-

lization of OC in permafrost subsoils and apparently has an attenuat-

ing effect on temperature sensitivity. We suggest that the Q10

depth gradient in our study is the result of progressive mineral pro-

tection counteracting the increasing activation energy of biochemical

transformation processes towards more complex substrates in the

subsoil OM (see Figure 8 for a schematic representation).

4.3 | Implications for climate change

The findings of this study have important implications for the mech-

anistic understanding of how permafrost soils may respond to cli-

mate change. Despite this, results of the laboratory incubation must

be extrapolated to the field with some caution. The experiment was

conducted under optimal laboratory conditions and the complexity

of large-scale biogeochemical processes in the field cannot be

reflected in such experiments. Some limitations in the data interpre-

tation might also derive from the loss of microorganisms during frac-

tionation. However, we analysed bulk soil and HF separately and all

trends of the bulk soil were likewise observed for the HF (see dis-

cussion in Supporting Information Data S1).

Climate models highlight the sensitivity to hydrologic changes in

permafrost environments and project significant soil drainage with

further permafrost thawing (Lawrence, Koven, Swenson, Riley, & Sla-

ter, 2015; Olefeldt, Turetsky, Crill, & McGuire, 2013; Sushama et al.,

2007). Those changes will affect the soil physicochemical conditions

and thus the formation of secondary minerals. For example, due to

the hydromorphic conditions, most of the soil Fe is currently in a
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F IGURE 6 Composite plot of LMMs of multiple soil parameters
(predictors as fixed factors) on OC mineralization during laboratory
incubation. The colours indicate the effect strength (based on t-
values), with red indicating a positive effect (amplification) and blue
indicating a negative effect (attenuation) on OC mineralization.
Significance levels of the predictors based on adjusted p-values: ns,
p > 0.05; *, p < 0.05; **, p < 0.01; ***, p < 0.001; nd, not
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poorly crystalline Fe and Al oxyhydroxides and Fe- and Al-organic
complexes; Fep + Alp, organically complexed Fe and Al. For all
model parameters and detailed description, see Supporting
Information Table S7 [Colour figure can be viewed at wileyonlinelib
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dynamic state in the active layer (Alekseev et al., 2003; Rivkina,

Gilichinsky, Wagener, Tiedje, & McGrath, 1998), and the availability

of oxygen will rapidly promote the formation of new Fe oxide-

organic associations via adsorption or coprecipitation (Kleber et al.,

2015). Such physicochemical shifts have been reported by Kawahi-

gashi, Kaiser, Rodionov, and Guggenberger (2006) and suggest higher

sorptive capacity and retention of OM with increasing active layer

thickness. The latest findings from a subarctic natural warming gradi-

ent (despite no permafrost soils) further suggested that soil warming

led to a shift in the SOC fraction distribution (Poeplau, K€atterer,

Leblans, & Sigurdsson, 2017). The authors found relative enrichment

of more stable OC fractions in silt and clay with increasing warming

but strong losses and transformation of OC in soil aggregates. Our

findings are consistent with those presented by Gillabel et al. (2010)

and Poeplau et al. (2017) and demonstrate that factors affecting the

apparent temperature sensitivity such as physicochemical protection

need to be understood to gain deeper knowledge of the temperature

sensitivity of OM in permafrost soil.

The results of this study highlight the relevance of MOA in per-

mafrost soils to current OC storage. Mineral permafrost soils (such

as Turbels and Orthels) store 73% of the soil OC in the northern cir-

cumpolar permafrost region (Hugelius et al., 2014), and wherever

pedogenic minerals and OM come together, MOA account for

approximately 90% of the soil OC, particularly in the subsoil. We

conclude that although rising temperatures will promote CO2 pro-

duction in mineral permafrost soils, the amount of carbon that is lost

can be attenuated by MOA.
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A B S T R A C T

The occurrence of dark fixation of CO2 by heterotrophic microorganisms in soil is generally accepted, but its
importance for microbial metabolism and soil organic carbon (C) sequestration is unknown, especially under C-
limiting conditions. To fill this knowledge gap, we measured dark 13CO2 incorporation into soil organic matter
and conducted a 13C-labelling experiment to follow the 13C incorporation into phospholipid fatty acids as mi-
crobial biomass markers across soil profiles of four tundra ecosystems in the northern circumpolar region, where
net primary productivity and thus soil C inputs are low. We further determined the abundance of various car-
boxylase genes and identified their microbial origin with metagenomics. The microbial capacity for hetero-
trophic CO2 fixation was determined by measuring the abundance of carboxylase genes and the incorporation of
13C into soil C following the augmentation of bioavailable C sources. We demonstrate that dark CO2 fixation
occurred ubiquitously in arctic tundra soils, with increasing importance in deeper soil horizons, presumably due
to increasing C limitation with soil depth. Dark CO2 fixation accounted on average for 0.4, 1.0, 1.1, and 16% of
net respiration in the organic, cryoturbated organic, mineral and permafrost horizons, respectively. Genes en-
coding anaplerotic enzymes of heterotrophic microorganisms comprised the majority of identified carboxylase
genes. The genetic potential for dark CO2 fixation was spread over a broad taxonomic range. The results suggest
important regulatory function of CO2 fixation in C limited conditions. The measurements were corroborated by
modeling the long-term impact of dark CO2 fixation on soil organic matter. Our results suggest that increasing
relative CO2 fixation rates in deeper soil horizons play an important role for soil internal C cycling and can, at
least in part, explain the isotopic enrichment with soil depth.
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1. Introduction

Terrestrial ecosystems represent a major sink of CO2 through fixa-
tion by plants but they have been shown to mitigate the rise of atmo-
spheric CO2 also via microbial CO2 fixation (Ge et al., 2016; Yuan et al.,
2012). Microbial CO2 fixation has been mostly ascribed to autotrophic
microorganisms (Ge et al., 2016), but fundamentally all microorgan-
isms may use inorganic C (IC; i.e. CO2 or bicarbonate) in their meta-
bolism. All these fixations require energy generated by phototrophic,
autotrophic or heterotrophic energy sources. IC is the main or even the
only C source for chemoautotrophs and photoautotrophs, while het-
erotrophs and mixotrophs rely on organic C (OC) but also incorporate
IC via a variety of carboxylation reactions that are part of their central
or peripheral metabolic pathways (for review see Erb, 2011; Wood and
Stjernholm, 1962). The importance of carboxylases in heterotrophic
metabolism increases whenever microorganisms experience C limita-
tion through a disproportion between C demand for energy generation
and growth and its availability, caused by deficiency or complexity of
OC sources, or fast growth (Alonso-Saez et al., 2010; Feisthauer et al.,
2008; Merlin et al., 2003). Even though the occurrence of dark and
largely heterotrophic CO2 fixation in soils is generally accepted, very
few studies have assessed its relevance for soil microorganisms (Miltner
et al., 2004, 2005a,b; Šantrůčková et al., 2005). Estimates of the im-
portance of soil CO2 fixation for the C balance in certain ecosystems or
within an entire soil profile are rare (Ge et al., 2016; Yuan et al., 2012)
and analyses of diversity and abundance of carboxylases are missing
entirely.

Soil OC becomes progressively enriched in 13C with increasing soil
depth (Bird et al., 2002; Gentsch et al., 2015; Nadelhoffer and Fry,
1988; Torn et al., 2002). There are several explanations but no one can
fully explain the measured isotopic shift. The enrichment of soil OC
with depth can be connected with decrease of δ 13C of atmospheric CO2

by 1.3‰ due to Suess effect (McCarroll and Loader, 2004), with pre-
ferential decomposition of different organic compounds and microbial
fractionation during litter decomposition or mixing of new C input with
old soil OC (Buchmann et al., 1997; Ehleringer et al., 2000; Šantrůčková
et al., 2000). Another hypothesis that has been discussed but never
supported experimentally states that soil microbes should be iso-
topically heavier as a result of carboxylation reactions (Ehleringer et al.,
2000). Whenever carboxylation reactions are involved, CO2 molecules
used in the reactions likely originate from the soil atmosphere, which is
isotopically heavier than the organic materials being decomposed
(Cerling et al., 1991). The 13CO2 enrichment of bulk soil atmosphere is
highest in the uppermost soil horizons, where CO2 originates mostly
from the atmospheric air. In deeper horizons of the soil profile, CO2

originates from organic matter decomposition and carries the isotopic
signal of decomposed material. But still CO2 remaining in the soil that
surrounds microbes is 4.4‰ heavier than organic matter at the location
due to slower diffusion of heavier 13CO2 than lighter 12CO2 (Cerling
et al., 1991). CO2 hydrogenation causes further enrichment of 13C in
HCO3

− by 8–12‰, depending on temperature (Mook et al., 1974).
HCO3

− is accepted by many carboxylases operating in a variety of
carboxylation reactions, including PEP and biotin carboxylases (Berg
et al., 2010; Supplement Appendix B Table SB1), while CO2 is used as
an active species by Rubisco, the most abundant autotrophic carbox-
ylase. Accordingly, incorporation of IC through microbial processes and
accumulation of microbial products in soil theoretically might increase
the isotopic signal (δ13C) of OC.

In arctic permafrost soils, high soil moisture, the presence of a
permafrost layer and accumulation of fine particles on the interface
between active and permafrost layers (Bockheim and Tarnocai, 1998;
Makeev and Kerzhentsev, 1974) restrict air diffusion through the soil
profile. Arctic permafrost soils are also a large reservoir of OC whose
bioavailability is limited, among other factors, by the OC subduction
into subsoil via cryoturbation and the subsequent formation of mineral-
organic associations (Gentsch et al., 2015). High moisture content and

the presence of a permafrost horizon restrict air diffusion through the
soil profile, which may favor pockets and microsites with elevated CO2

concentration. Under such conditions, CO2 fixation might play a more
important role than in well-aerated temperate soils. In addition, net
primary production and soil carbon input are known to be low in
northern ecosystems.

The aim of this study was to elucidate the role of dark CO2 fixation
in arctic soils. We postulated that (i) dark CO2 fixation is a common
attribute of arctic soils and occurs across the whole soil profile. We
further hypothesized that (ii) various pathways of CO2 fixation are
operative in soil and distributed among different members of the soil
microbial community, including heterotrophs, and (iii) CO2 in-
corporation increases 13C enrichment of organic carbon with soil age.
To test the hypotheses, we measured isotopic signal δ13C in OC, IC
incorporation into OC, and abundances and taxonomic affiliations of
carboxylase genes by shotgun metagenomics in soils across a range of
tundra ecosystems from Eastern Siberia to Greenland, covering entire
soil profiles. A simple model based on measured data was employed to
elucidate a possible effect of IC incorporation on δ13C of OC. In addi-
tion, 13C-labelling experiments with soil from one location were per-
formed under aerobic and anaerobic conditions and the incorporation
13CO2 into OC was addressed by analyzing the 13C incorporation into
phospholipid fatty acids (PLFA) as microbial biomarkers. To gain sup-
porting evidence of heterotrophic CO2 fixation, CO2 incorporation into
OC, abundance of carboxylase genes and changes in microbial com-
munity composition after augmentation of bioavailable C were mea-
sured as well.

2. Material and methods

2.1. Soil sampling

We sampled soils from four different arctic tundra types (heath
tundra, tussock tundra, shrub-moss tundra and graminoid tundra) that
belong to the bioclimatic subzones E and D (Walker et al., 2005), also
called southern tundra and typical tundra subzone in the Russian
classification: (i) The heath tundra site was located in eastern Green-
land close to the Zackenberg Research Station (ZK; 74° 29′ N, 20° 32′
W). (ii) The tussock tundra site was located approximately 80 km north
of Cherskii (CH; 69° 26′ N, 161° 44′ E). iii) The shrubby moss tundra site
was on the Taymyr peninsula in the north of central Siberia (Ari Mas,
AM; 72° 30′ N, 101° 39′ E). (iiii) The graminoid (moss) tundra was also
on the Taymyr peninsula, a little bit north of AM (Logata, LG; 73° 25′ N,
98° 16’ E). All areas are in the continuous permafrost zone and thaw
depth during sampling reached 65–90 cm (samples were collected in
late summer, close to the time of maximum active layer depth). All soils
were classified as Turbic Cryosols according to World Reference Base
(IUSS Working Group WRB 2007) and as Turbels according to Soil
Survey Staff (2010). Two types of soil samples were used in this study,
one for the general screening of dark CO2 fixation and a second one for
more detailed microbial and molecular biological analyses.

(i) Soil samples for measuring natural abundance of bulk soil 13C and
dark CO2 fixation (see section 2.2) were obtained on each site from
extensive soil sampling for assessment of C storage and distribution
(Palmtag et al., 2015). Briefly, soil pits were excavated down to the
permafrost and the active layer was sampled using a fixed volume
cylinder. Samples from permafrost were collected by coring with a
steel pipe (5 cm in diameter) that was hammered into the soil at
5–10 cm depth increments. Samples representative of the upper-
most organic, cryoturbated organic (pockets of cryoturbated topsoil
material), and adjacent active mineral layers and permafrost hor-
izons were quickly dried in thin layers and kept at 4 °C until ana-
lyzed (in total, 149 samples from all sites). For detailed soil char-
acteristics see Palmtag et al. (2015).

(ii) Soil samples for more detailed microbial and molecular analyses
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were taken from 5-m long active layer pits on Cherskii, Ari Mas and
Logata sites. Soil samples were taken from uppermost organic,
mineral and cryoturbated horizons, as well as from the uppermost
permafrost layer. One part of the samples was immediately stabi-
lized with RNAlater and kept cold. After transporting the samples to
the laboratory within 20 days, RNAlater was washed out with PBS
buffer (Gittel et al., 2014) and samples were deep-frozen and later
used for DNA extraction and subsequent metagenomics. From the
remaining material, living roots were carefully removed and the
soil was kept at 4 °C until analyzed for 13C. Soils from the AM site
were also used for the microbial 13C incorporation and C supple-
mentation experiments (see sections 2.3 and 2.4). For basic soil
properties we kindly refer to Table 1, while details are given in
Gentsch et al. (2015).

2.2. Screening of CO2–C incorporation into OC across sampling sites

Soil (0.2 g) was moistened to 80% water holding capacity (WHC) in
10ml vacutainers, which were covered by Parafilm and conditioned for
2 weeks at 12 °C. The vacutainers were then hermetically closed and
flushed with CO2-free air. Thereafter, the headspace was enriched with
13CO2 (99 at% [atomic %] of 13C) to a final CO2 concentration of about
1% v/v, which is realistic for soil pores. In fact, soil CO2 concentration
can fluctuate widely, and values of 1–5% v/v CO2 are typical, although
10% v/v and higher have also been recorded (Nobel and Palta, 1989).
The soil was incubated at 12 °C for 5 days in the dark under the same
conditions as in the conditioning phase. At the end of the incubation
period, the CO2 concentration in the headspace was analyzed, the soil
was immediately dried at 60 °C and analyzed for total C and N and δ13C.
All analyses and incubations were run in four replicates.

2.3. CO2–C incorporation into microbial biomass

Soil taken from pits in the uppermost organic, mineral and cryo-
turbated horizons of the AM site was used in the 13CO2 incorporation
experiment. Soil moisture was adjusted to 80% WHC for incubation
under aerobic conditions and to 100% WHC for incubation under
anaerobic conditions. Before incubation with 13C-labelled CO2, the soil
was conditioned either for 2 weeks (aerobic incubation, four replicates
for each horizon, 5 g soil) or 4 weeks (anaerobic conditions, four re-
plicates for each horizon, 5 g soil) in hermetically closed 100mL bottles
at 12 °C in the dark to allow microbial communities to stabilize. After
soil conditioning, half of the samples were used for initial soil analyses
(controls used for determination of natural abundance of 13C in mi-
crobial biomass, extractable C and N pools, PLFA and bulk soil). The
remaining bottles were flushed with CO2-free air, and the headspace of
each was enriched with 13CO2 (99 at% of 13C) to a final CO2 con-
centration of about 1% v/v. The soil was incubated for 5 days under the
same conditions as used for the conditioning. At the end of the in-
cubation period, respiration was measured and the soil was used for
further analyses; one part of the soil sample was immediately dried at
60 °C and used for chemical and isotopic analyses and the other part
was deep-frozen and used for PLFA determination.

2.4. Effect of organic C supplement on CO2 incorporation and carboxylase
genes

As in the previous experiment, soil taken from pits in the mineral
and cryoturbated horizons of the AM site was used. The soil was in-
cubated only in aerobic conditions and conditioned in the same way as
in the previous experiment. After conditioning, soils were amended
with either sucrose or lipids extracted from soil (see below) as energy
and C sources as follows: sucrose and lipids, respectively, were mixed
with C-free silica sand and the mixture was then mixed with soil (sand/
soil 1:2, w/w) to get a final concentration of the added C source of
approximately 300 μg C per g dry soil. Control soil was mixed with sand
only. The final soil mixture was moistened to 80% WHC with Veldkamp
nutrient solution containing biotin (Veldkamp, 1970). An aliquot of the
soil mixture (of all treatments) was dried to determine the natural
abundance of 13C before the incubation. The incubation with 13CO2 was
carried out in four replicates for each treatment as described above.
After 5 days of incubation, soil respiration was measured, 1 g of soil
mixture from each replicate was immediately dried (60 °C) for bulk C
and 13C analyses and the remaining soil was deep-frozen (−80 °C) for
DNA extraction and subsequent metagenomics. The lipid mixture used
for the soil C supplement had been extracted from soil slurry (equiva-
lent of 450 g of dry soil supplemented by Veldkamp nutrient solution;
Veldkamp, 1970) incubated on a shaker for 5 days. The slurry was
subsequently centrifuged to remove excess of water and lipids were
extracted according to Bligh and Dyer (1959). A part of the resulting
extract was fractionated using SPE (Strata SI-1000mg/6mL, Phenom-
enex, Torrance, CA, USA) to characterize the extracted lipids. We found
that 25, 22 and 23% belonged to neutral-, glyco- and phospholipid
fractions, respectively, and 30% was not held by the SPE sorbent and
considered as non-lipid fraction.

2.5. Analytical methods

Microbial biomass was estimated by chloroform-fumigation and
extraction with 0.5M K2SO4, and calculated as the difference in soluble
C between the extracts from fumigated and non-fumigated soils, using
KEC= 0.38 (Vance et al., 1987). Extractable organic C was analyzed on
a LiquicTOC II (Elementar, Germany). Total CO2 concentration in the
headspace was measured with an HP 5890 gas chromatograph (Hew-
lett-Packard, East Norwalk, CT, USA), equipped with a thermal con-
ductivity detector, at the beginning and end of the experiment (after the
addition of 13CO2 and after the incubation, respectively). The total
amount of CO2 in the bottles (totCO2, μmol) was calculated as the sum
of the amount of CO2 in the headspace and the amount of CO2 dissolved
in the soil solution (Sparling and West, 1990). Net respiration rate was
estimated as the difference between totCO2 at the beginning and the
end of the experiment divided by the number of days of incubation.
Analyses of total C and N and 13C contents of dried soil material were
conducted with an NC Elemental analyzer (ThermoQuest, Bremen,
Germany) connected to an isotope ratio mass spectrometer (IR-MS
Delta X Plus, Finnigan, Bremen, Germany). Prior to carrying out the
analyses, all samples were tested for their carbonate content. No car-
bonates were detected (data not shown).

Table 1
Basic chemical (pH; total soil organic carbon – OC; total soil C/N ratio; extractable C – CEX; natural abundance of soil 13C – bulk δ13C) and biochemical characteristics (microbial biomass –
CMB; microbial C/N - CMB/NMB, net respiration; total microbial phospholipids – PLFAtot) of three different soil horizons from Ari Mas site. Mean values and standard deviations (in
brackets) are given (n= 4); different letters in superscript denote significant differences between layers (ANOVA).

soil horizon pHH2O OC C/N CEX CMB CMB/NMB bulk δ13C net respiration PLFAtot PLFAtot

mmol g−1 μmol g−1 μmol g−1 ‰ mmol C-CO2 mol OC−1 d−1 mmol C mol OC−1 mol C mol CMB
−1

upper organic 6.2 13.4(1.1)a 20.4(0.21)b 28.2(2.4)a 174.1(3.2)a 18.7(0.47)a 27.5(0.10)b 0.796(0.08)a 0.339 (0.05)a 0.022c

cryoturbated 6.3 3.8(0.23)b 26.2(0.32)a 3.8(0.76)b 10.6(0.05)b 16.4(1.9)a 27.5(0.17)b 0.135 (0.10)b 0.284(0.021)a 0.085b

mineral 6.7 0.8(0.14)c 18.7(0.67)b 1.22(0.73)c 2.2(0.36)c 11.7(4.3)b 26.1(0.51)a 0.082(0.02)c 0.352(0.013)a 0.106a
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A binary mixing model was used to estimate the amount of the
pulse-derived 13C immobilized in the various C pools (bulk soil, PLFA):

13C (μg g−1)= [(at%sample – at%control) / (99.90 – 1.10)]×C pool size
(μg C g−1)

where at%control is the natural abundance in the control samples, at
%sample is the 13C abundance in the samples after labeling, 99.9 is the
pulse 13C at% and 1.10 is the at% of the ambient atmosphere. All results
were normalized to total C content in order to eliminate differences in C
contents of the soils.

PLFA were extracted from subsamples of 0.3–2 g dry soil containing
comparable amounts of OC according to Frostegård et al. (1993), with
minor modifications. Purification of phospholipids was conducted on
silica columns (SPE-SI Supelclean 250mg/3mL; Supelco, PA, USA)
using chloroform, acetone and methanol. Following trans-esterification
(Bossio and Scow, 1998), the concentration and isotopic composition of
individual PLFAs was determined on a GC-IRMS system consisting of a
Trace GC coupled to a Delta V Advantage IRMS via a GC Isolink in-
terface (Thermo Fisher Scientific, Waltham, MA, USA); see Wild et al.
(2014) for a detailed description of the instrument setup. Concentration
and isotopic composition of each PLFA were corrected for C added
during methylation. The microbial community composition was de-
scribed using PLFAs i14:0, i15:0, a15:0, i16:0, i17:0, a17:0 as markers
of Gram-positive bacteria, 16:1ω9, 16:1ω7, 16:1ω5, cy17:0, 18:1ω7,
cy19:0 as markers of Gram-negative bacteria and 18:1ω9, 18:2ω6,9 as
markers of fungi (Frostegård and Bååth, 1996). Total bacterial biomass
was calculated as the sum of general bacterial markers 15:0, 17:0,
18:1ω5 and markers for Gram-positive and negative bacteria. The
PLFAs 14:0, 16:0, 16:1ω11, 18:0, 19:1ω8, and 20:0 were considered
nonspecific markers (Kaiser et al., 2010).

DNA was extracted from samples of cryoturbated (4 samples), mi-
neral (2) and top soil (4) from Logata, AriMas and Cherskiy sites using
bead-beating and the phenol-chloroform method (Gittel et al., 2014;
Urich et al., 2008). Total DNA was quantified using SybrGreen
(Leininger et al., 2006). In the case of the incubation experiment with
added substrates (sucrose or lipids), only the DNA from cryoturbated
horizons (9 samples) contained a reasonable amount of DNA of high
quality (Table 2). Sequencing of DNA from in-situ and incubation ex-
periments was performed on an IonTorrent PGM (Thermo Fisher Sci-
entific, Waltham, MA, USA) sequencer at the Department of Archaea
Biology and Ecogenomics (University of Vienna). Barcoded, adapter-
ligated DNA libraries were generated and sequenced using 200 bp se-
quencing chemistry and 318 chips according to the manufacturer's in-
structions. Sequence reads were quality-trimmed (Phred score> 20)
and size-selected (> 100 bp) before further processing. For the identi-
fication of carboxylase genes, all metagenome reads were translated
into all six frames, with each frame into separate open reading frames
(ORFs), avoiding any ‘*’ characters marking stop codons in a resulting
ORF. All ORFs equal to 30 amino acids or larger were screened for
assignable conserved protein domains using reference hidden Markov

models (HMMs) of the PfamA database (Punta et al., 2012; PfamA re-
lease 25, http://Pfam.janelia.org) with HMMER tools (http://hmmer.
janelia.org/). All database hits with e-values below a threshold of 10−4

were considered significant (Tveit et al., 2015). To obtain taxonomic
information of reads with Pfam code, a BLASTX search implemented in
diamond software (Buchfink et al., 2015) was performed (-minscore 50,
-maxhits 25) and the resulting hits in sam format were analyzed by
MEGAN 5.11.3 (Huson et al., 2007). Taxonomy was assigned using the
last common ancestor (LCA) algorithm (LCA parameters: MinScore 50,
MaxExpect= 0.01, TopPercent= 10, MinSupport= 1) implemented in
MEGAN 5.11.3 software.

The calculations of carboxylase gene abundances per g soil were
done by combining relative abundance of SSU rRNA genes of bacteria in
the metagenomes with the number of bacterial SSU rRNA genes per g
soil as determined by qPCR in the same DNA sample (Table SB2). The
absolute number of carboxylase genes per g of soil was used for nor-
malizing their abundance to soil Cmic and/or OC contents. The mole-
cular data were processed as follows: metagenome sequences encoding
fragments of SSU rRNA genes were extracted with the program Sort-
MeRNA (Kopylova et al., 2012), applying default parameters and the
reference databases therein. Extracted reads were compared with
BLASTN (Astchul et al., 1990) against the ARB Silva SSUref database v.
119 (Quast et al., 2012) and analyzed in MEGAN 5.11.3. Carboxylase
reads were recalculated to absolute number of gene copies per g of soil
by combining the absolute quantity of bacterial SSU rRNA genes and
the amount of bacterial SSU rRNA reads determined by the MEGAN
LCA algorithm in each metagenome, using the following formula:

=

⋅

q carboxylase
seqs carboxylase

seqs bacterial SSU rRNA gene

q bacterial SSU gene

( )
( )

( )

( )

where seqs(carboxylase) is the amount of metagenome carboxylase gene
sequences (assigned by hmmer algorithm using Pfam database), seqs
(bacterial SSU rRNA gene) is the amount of bacterial SSU rRNA gene
sequences and q(bacterial SSU rRNA gene) is the quantity of bacterial
SSU rRNA genes (gene copies per g soil) determined by qPCR.

2.6. Statistics and modeling

A general linear model, followed by Newman-Keuls post-hoc
testing, was used to determine the differences in C incorporation, re-
spiration rate, bulk C content and isotopic signal between sites and
horizons at a significance level of P≤ .05. To compare total PLFA
contents between control and 13CO2-incubated samples in the labora-
tory experiment, one-way ANOVA and Newman-Keuls post-hoc test was
used. Data were log-transformed in all cases except for total PLFA.
Statistical evaluation of data was carried out with STATISTICA 13.

The statistical analysis of carboxylase genes was done using the
statistical program R (Team, 2016). Because data were not normally
distributed, generalized linear models with gamma distribution were

Table 2
DNA concentration, net respiration and inorganic carbon incorporation into soil organic carbon (OC) of cryoturbated and mineral soil horizons from Ari Mas site incubated under aerobic
conditions without carbon source addition (control) and with sucrose or mixture of lipids as added carbon source. Mean values and standard deviations are given (n=3). Different letters
in superscript denote significant differences between layers (ANOVA).

soil horizon treatment DNA concentration net respiration 13C immobilization

ng DNA mol OC−1 mmol C mol OC−1 d−1 μmol 13C mol OC−1 d−1 % net respiration

cryoturbated control 8.61(0.13) 0.168(0.074)b 3.06(0.59)c 2.08(1.59)c

sucrose 32.8(15.7) 0.541(0.141)a 21.7(6.26)b 4.32(2.16)b

Lipids 22.8(6.20) 0.106(0.032)b 13.0(2.89)b 13.2(4.99)a

mineral control nd 0.144(0.027)c 7.37(1.02)c 5.16(0.79)ab

sucrose nd 1.254(0.240)a 46.8(4.34)a 3.82(0.74)b

Lipids nd 0.333(0.120)b 18.3(2.70)b 5.81(1.85)a

nd – not detected.
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used to test the significance of the effects of lipids or sucrose addition
and soil horizon, respectively, on the abundance of carboxylase genes.
Soil horizons had unequal numbers of replicated measurements of
carboxylase gene abundance. Therefore, we calculated the type-II F
statistic using the package car (Fox and Weisberg, 2011). Post-hoc
multiple comparisons were carried out based on least-square means
using the package lsmeans (Lenth, 2016).

In order to estimate tentatively the effect of CO2 fixation on the
isotopic signal of OC (δ13Ctot), we applied a simple model of microbial
OC decomposition (Fig. 1; for details see Supplementary Information
Appendix A). Briefly, decomposition of OC by heterotrophic soil mi-
croorganisms (Mic) is a process with first-order kinetics. Organic C from
decomposing organic matter with an initial isotopic signal of −27‰ is
consumed by soil microorganisms and respired or assimilated into mi-
crobial biomass. Microbial biomass is dying over time and becomes part
of OC. For the sake of simplicity, we assume that no isotopic dis-
crimination occurs during decomposition and microbial dying. Het-
erotrophic microorganisms largely depend on organic matter as C and
energy source but under certain circumstances they use IC as additional
C source (see introduction of this article for more details). We assume
that microbes are capable of assimilating part of the respired CO2 back
and incorporate it into microbial biomass. Before CO2 is fixed by soil
microorganisms, an isotopic discrimination of 4‰ occurs because of
the faster diffusion of 12CO2 out of the soil. By fixing heavier CO2,
microbial biomass is becoming more enriched in 13C. When this mi-
crobial biomass is dying and becomes part of OC, OC becomes enriched
in 13C as well. In the model, CO2 fixation is set to be proportional to
respiration. Four scenarios were modelled, with CO2 fixation making up
0, 0.1, 1 and 5% of respiration, respectively.

3. Results

3.1. Screening for CO2 fixation in arctic soils

Sampling site and soil horizon significantly affected soil OC content
and respiration rate (Table 3) while natural abundance of 13C in the soil
(bulk δ13C) and CO2 incorporation were affected only by the type of soil
horizon. Consequently, data from the particular horizons were averaged
across sampling sites (Table 3). Across all sites, average bulk δ13C in the
upper organic horizon was −27.3‰ at the start of incubation. In
comparison with the upper organic horizon, the mineral, cryoturbated
and permafrost horizons were all 13C-enriched by 1.2, 1.1, and 2.7‰,
respectively (Table 3). Incorporation of 13CO2-derived C per unit total

OC was lowest in the upper organic horizon (4.9 μmol 13C mol
Ctot

−1d−1) and increased two-to three-fold in cryoturbated and mineral
horizons (Table 3). In the permafrost horizon, 13C incorporation was
higher by almost two orders of magnitude (Table 3). 13C incorporation
reached 0.4, 1.0, 1.1 and 16% of net respiration in the organic, cryo-
turbated organic, mineral and permafrost horizons, respectively. When
13C incorporation was expressed per mol C of soil OM, it also increased
with soil depth, and it rose exponentially with the δ13C value of OC
((R2= 0.44, n= 149, P < .001; Cincorp= e(21.09+0.72 δ13COC)).

Carboxylase genes employed in autotrophic as well as heterotrophic
metabolism were detected in metagenomes of all horizons and were not
affected by site. Their abundances were higher in mineral horizons than
in organic and cryoturbated horizons when normalized to microbial
biomass (F= 4.2, df= 2, P= .02; Fig. 2a). However, deeper active
layer horizons (mineral and cryoturbated) had lower abundances than
organic horizons when carboxylase genes were normalized to total C
(F=4.1, df= 2, P= .02; Fig. SB1a). Genes encoding Rubisco con-
tributed about 5% (4.3–5.3%) to the total abundance of carboxylase
genes, whilst anaplerotic carboxylase genes (pyruvate and PEP car-
boxylase genes) were the most abundant carboxylase genes and con-
tributed more than 30% (31–42%).

The 13C data of OC within the soil profile corresponds well with the
model predictions (Fig. 3). The estimates indicate that dark fixation of C
released from decomposed OC could, after 1000 years, cause an in-
crease of the isotopic signal of OC from an initial −27‰ to −26.7 or
−15.2‰ when IC incorporation represents 0.1 or 5% of net respiration,
respectively (Fig. 3). C sequestration via dark CO2 fixation of 0.1, 1 and
5% of net respiration, respectively, would add 0.1, 1.4 and 7.4 mg C per
g soil, respectively, over a time frame of 250 years (Fig. SA4).

3.2. 13C incorporation into microbial biomass at the AM site

Under anaerobic conditions, CO2 fixation was below the detection
limit in the cryoturbated and mineral horizons and negligible in the
upper organic horizon (0.251 μmol 13C mol Ctot

−1 day−1, corre-
sponding to 0.1% of net respiration). The anaerobic incubation is thus
not discussed any further. During aerobic incubation neither microbial
functioning (respiration rate) nor microbial biomass (total PLFA)
(P > .3 for all horizons, df= 1, n=3) or PLFA profiles were changed
(Table SB3).

Bulk 13C incorporation ranged from 2.4 μmol 13C mol OC−1 day−1

(cryoturbated horizon) to 7.6 μmol 13C mol OC−1 day−1 (mineral
horizon, Table 4), which corresponds well with a range of 13C in-
corporation observed in the individual horizons during the screening
across all study sites (Table 3). It represented less than 2% of net re-
spiration in the organic and cryoturbated horizons but exceeded 13% in
the mineral horizons. Of the total amount of 13C incorporated into the
soil, generally less than 1% of bulk 13C was found in PLFA biomarkers
(13C PLFA to bulk 13C) and less than 0.05% of total PLFA-C was newly
incorporated 13C (13C PLFA to PLFA C; Table 4). All detected PLFAs
were enriched in 13C, but the distribution of 13C among PLFA markers
of individual functional groups showed that more 13C was incorporated
into bacterial than fungal PLFA. The ratio of 13C in fungal PLFA to 13C
in bacterial PLFA increased from 0.20 in organic and cryoturbated
horizons to 0.45 in the mineral horizons. The significantly higher fungal
to bacterial PLFA ratio in the organic layers and lower ratio in mineral
layers compared to the 13C in fungal to 13C in bacterial PLFA (Table 5)
indicate, that bacteria were more active in 13C incorporation per unit of
biomass compared to fungi in organic layers, but less active in mineral
layers. Within bacteria, Gram-negative bacteria incorporated three to
six times more 13C into PLFA than Gram-positive bacteria (Table 5). The
ratios of 13C incorporated into PLFAs of Gram-negative to PLFAs of
Gram-positive bacteria were on average three times higher compared to
ratios of total Gram-negative to Gram-positive PLFA contents. There-
fore, the Gram-negative bacteria were not only the overall most active
microbial population in the 13C-CO2 assimilation, but also specifically

Fig. 1. Scheme of the soil organic matter (SOM) decomposition model that was used to
estimate the effect of long-term CO2 incorporation into SOM on its isotopic signal (for
details of the model see Supplementary information, Appendix A).
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per unit of microbial biomass, which was most apparent in the cryo-
turbated horizon (Table 5). The proportion of bulk 13C built into PLFA
was higher in the organic and cryoturbated horizons than in the mineral
horizons. Across all horizons, 13C incorporated into PLFA was closely
correlated with net respiration rate RR (R2=0.89, n=9; 13C(PLFA/

OC) = 7.36 + 20.5 RR(CO2/OC)).

3.3. Effect of C addition on dark CO2 fixation

Addition of sucrose significantly increased net respiration rate in the
mineral and cryoturbated horizons while addition of lipids had a po-
sitive effect only in the mineral soil (Table 2). 13C immobilization
ranged from 3.1 μmol 13C mol OC−1 day−1 (cryoturbated horizon;
control) to 46.8 μmol 13C mol OC−1 day−1 (mineral horizon; sucrose
addition) and increased in both the cryoturbated and mineral horizons
in the order control < lipids < sucrose. Across all treatments, IC in-
corporation was closely correlated with respiration rate (R2= 0.91,
n=18; 13C(incorp/OC) = 4.86 + 31.9 RR(CO2/OC)). Both C substrates
induced microbial growth (measured as an increase in DNA amount per
gram soil; Table 5, Fig. 4) in the cryoturbated horizon. Unfortunately,
the amount of extracted DNA from the mineral soil was too small to be
evaluated or used for further analyses. The increase of microbial bio-
mass in the cryoturbated horizon was accompanied by a shift in the
composition of the microbial community. Analysis of the SSU rRNA
gene fragments in the metagenomes showed that the relative abun-
dance of Beta-, Gammaproteobacteria and Saccharibacteria increased due
to substrate addition, whereas the relative abundance of Alphaproteo-
bacteria, Deltaproteobacteria and Firmicutes rather decreased, mainly in
the sucrose addition treatment (Fig. 4). The abundance of carboxylase
genes normalized to microbial biomass was not affected by C source
addition (Fig. 2b) and increased along with microbial biomass growth,
thus a significant increase of carboxylase genes per unit of total C was
observed with C source addition (Fig. SB1b). Rubisco accounted for
13–18% of total carboxylase and anaplerotic carboxylase genes (pyr-
uvate and PEP carboxylases) accounted for about 40% (37–46%). An-
notated PEP carboxylase genes were taxonomically binned (Fig. SB2).

The addition of either sucrose or lipids decreased the proportion of PEP
carboxylases affiliated to Alphaproteobacteria, Cyanobacteria and Ac-
tinobacteria, but increased those affiliated to Beta-, Gammaproteo-
bacteria, Firmicutes, Chlamydiae/Verrocomicrobia group and Bacter-
oidetes/Chlorobi group.

4. Discussion

4.1. General relevance of dark CO2 fixation in arctic soils

The available knowledge about dark CO2 fixation is still very limited
and can be summarized as follows: It is a relevant process in the soil
mediated by soil microorganisms, it is correlated with microbial re-
spiration rate, it can be enhanced by addition of bioavailable OC, and it
is related to microbial heterotrophic activity (Miltner et al., 2004,
2005a; Šantrůčková et al., 2005). Previous studies estimated that about
2–7% of fixed CO2 can be incorporated into microbial biomass (Miltner
et al., 2004; Šantrůčková et al., 2005). In addition, this study docu-
ments that (i) IC incorporation increases with depth in the soil profile
and is higher in the permafrost layers by more than one order of
magnitude due to higher CO2 fixation rate, lower OC and higher CO2

concentrations with depth; (ii) genes encoding Rubisco, the only en-
zyme operating strictly in autotrophic metabolism, account for a small
part of all carboxylase genes only, while anaplerotic carboxylase genes
are several times more abundant; (iii) a wide spectrum of soil micro-
organisms contain genes encoding PEP carboxylases; (iv) IC in-
corporation may lead to 13C enrichment of soil OC in the long-term and
the increase is more pronounced in the deeper soil horizons. Across all
study sites, IC incorporation expressed per unit of total C was higher in
the mineral than in the organic horizons. The larger C incorporation in
mineral horizons was accompanied by the highest abundance of all
detected carboxylase genes per unit microbial biomass, suggesting that
both the chemoautotrophic and heterotrophic pathways accounted for
the larger IC incorporation in the mineral horizons as compared with
the top soil. The significant proportion of anaplerotic carboxylase genes
(pyruvate and PEP carboxylases) further emphasizes the importance of

Table 3
Soil organic carbon (OC), natural abundance of 13C, soil respiration and CO2 incorporation into OC pool of four different soil layers from four different arctic tundra localities (upper part
of the table). The effects of locality, soil layer, and their interaction were calculated by factorial ANOVA (lower part of the table). Different letters in superscript denote significant
differences between soil horizons (Newman-Keuls post-hoc test).

locality soil horizon number of samples OC 13C of bulk soil net soil respiration 13C -incorporation

mmol g−1 ‰ mmol CO2 mol Ctot
−1d−1 μmol 13C molCtot

−1d−1 % of respiration

Cherskii upper organic 16 21 ± 9.2 −27.3 ± 0.85 1.3 ± 0.9 7.1 ± 5.1 0.6 ± 0.5
cryoturbated 13 4.5 ± 2.5 −25.8 ± 0.36 1.0 ± 0.8 5.2 ± 4.0 0.6 ± 0.2
mineral 17 1.9 ± 1.7 −26.1 ± 0.85 2.1 ± 1.5 11.5 ± 6.9 0.9 ± 0.8
permafrost 17 1.5 ± 0.9 −24.6 ± 2.58 2.0 ± 1.4 310 ± 496 13.4 ± 20.6

Ary Mass upper organic 4 17.8 ± 5.7 −27.8 ± 0,32 2.8 ± 1.7 3.8 ± 1.3 0.2 ± 0.2
cryoturbated 4 1.0 ± 0.2 −26.3 ± 0.16 2.2 ± 0.6 8.7 ± 0.6 0.4 ± 0.1
mineral 11 0.9 ± 0.4 −25.8 ± 1.02 3.8 ± 1.7 17.2 ± 15.4 1.0 ± 1.3
permafrost 15 1.4 ± 1.6 −24.0 ± 1.67 0.9 ± 0.7 81.5 ± 42.3 14.4 ± 13.3

Logata upper organic 3 18.6 ± 7.4 −27.3 ± 0.65 3.7 ± 1.1 5.4 ± 4.4 0.1 ± 0.1
cryoturbated 6 3.1 ± 2.3 −27.1 ± 0.71 2.9 ± 1.2 21.3 ± 27.2 2.1 ± 4.0
mineral 7 2.5 ± 1.4 −27.4 ± 0.18 3.9 ± 1.0 7.1 ± 2.4 0.2 ± 0.1
permafrost 9 2.0 ± 0.3 −25.5 ± 1.50 1.3 ± 1.0 102 ± 83.9 20.1 ± 18.9

Zackenberg upper organic 8 16.4 ± 5.8 −27.3 ± 0.75 1.9 ± 1.1 0.8 ± 0.6 0.1 ± 0.1
cryoturbated 9 6.4 ± 1.6 −25.2 ± 0.66 0.9 ± 0.5 8.9 ± 17.5 1.3 ± 2.8
mineral 8 2.0 ± 1.0 −25.6 ± 1.04 1.2 ± 0.4 15.8 ± 27.2 2.0 ± 4.0
permafrost 2 0.9 ± 0.1 −26.0 ± 1.13 0.9 ± 0.6 74.0 ± 69.7 32.1 ± 31.8

all sites upper organic 31 19.0 ± 8.18a −27.3 ± 0.78c 1.88 ± 1.36ab 4.86 ± 4.86c 0.37 ± 0.44c

cryoturbated 32 4.33 ± 2.72b −26.2 ± 0.73b 1.47 ± 1.20b 9.71 ± 16.6c 1.08 ± 2.38b

mineral 43 1.77 ± 1.44c −26.1 ± 1.06b 2.62 ± 1.94a 13.1 ± 15.4b 1.00 ± 2.14b

permafrost 43 1.55 ± 1.18c −24.7 ± 2.13a 1.46 ± 1.34b 175.7 ± 338a 16.1 ± 19.5a

effect of locality **** n.s. **** n.s. n.s.
effect of layer **** **** **** **** ****
layer*loc **** n.s. **** n.s. n.s.
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reactions replenishing central metabolic pathways under conditions
where microbial C demand exceeds C supply or where microorganisms
catabolize complex hydrocarbons, the dominant fractions of OC in
mineral horizons (Alonso-Saez et al., 2010; Feisthauer et al., 2008;
Merlin et al., 2003). It implies an important regulatory function of CO2

fixation, which may enable microbes to keep activity in harsh condi-
tions of C limitation.

4.2. Link between dark CO2 fixation and microbial communities

We found less than 1% of fixed C in PLFA (0.2–0.5%), which is
much less than it was found in bulk microbial cells (Miltner et al., 2004;
Šantrůčková et al., 2005). The low values can be explained by the fact
that membranes constitute only about 4% of cellular material and,
therefore, bulk microbial biomass should contain more fixed C. This
suggestion is supported by Feisthauer et al. (2008) who found that the
amount of fixed C in bulk microbial biomass is higher by one order of
magnitude than that of fatty acids, indicating greater incorporation of
fixed C into other cell components. Proteins, the most abundant com-
ponent of cytoplasm, contain four to eight times more fixed C than
PLFA (Miltner et al., 2004).

The variety of detected carboxylase genes, the wide spectrum of
bacteria linked to PEP carboxylase genes and significant 13C

incorporation into all detected PLFAs including fungal markers imply a
general importance of CO2 incorporation for the microbial community.
This matches existing knowledge that, apart from chemoautotrophic
bacteria and archaea, which use CO2 as the only source of C (for review
see Berg et al., 2010; Saini et al., 2011) a wide spectrum of hetero-
trophic bacteria and fungi employ carboxylases to (i) assimilate various
organic substrates such as acetone, phenolics, propionate, or leucine,
(ii) replenish the citric acid cycle in anaplerotic reactions and, finally,
(iii) synthesize cellular compounds (e.g. Erb, 2011; Hesselsoe et al.,
2005). The significant increase in the amount of genes involved in CO2

fixation belonging to predominantly heterotrophic genera (Ar-
throbacter, Nocardioides and Pseudomonas; Fig. SB3) after addition of
sucrose or lipids indicated increased potential of heterotrophic meta-
bolism for additional IC incorporation into the bacterial biomass.

We found a positive effect of bioavailable C addition on IC in-
corporation, which contradicts our expectation that the importance of
heterotrophic carboxylases would increase with any imbalance between
C demand and supply (Alonso-Saez et al., 2010; Feisthauer et al., 2008;
Merlin et al., 2003). This apparent discrepancy might be partly ex-
plained by the increase of chemoautotrophic C fixation because of in-
creasing CO2 concentration in the system. A more likely explanation is
that the added C initiated fast microbial growth as indicated by in-
creased DNA concentration (Table 2), but was exhausted within days,

Fig. 2. Abundance of carboxylase genes normalized to
microbial biomass in uppermost organic, cryoturbated and
mineral soil layers from Cherskii, Ari Mas and Logata sites
(a), and in the cryoturbated layer from Ari Mas site, either
unamended (control) or amended with organic C sources
(b). Note that the scale on y axis is logarithmic. The stan-
dard deviations of absolute carboxylase gene counts re-
present the difference among the localities. They were in
some cases larger than average, only positive error bars are
thus visualized.
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microbes quickly became substrate limited and microbial C demand
exceeded C supply at the end of the experiment when the analyses were
performed. Therefore, IC had to replenish C for microbial metabolism.

Even though we detected genes for key enzymes in various auto-
trophic pathways (e.g. Calvin Benson Bassham cycle, reductive citric
acid and reductive acetyl-CoA cycles, 3-hydroxypropionate cycle, 4-
hydroxybutyrate cycle), we assume a negligible contribution of auto-
trophs to overall IC incorporation into OC. These chemoautotrophic
pathways are, except for the Calvin Benson Bassham cycle and 4-hy-
droxybutyrate cycle, operated by strictly anaerobic prokaryotes, and in
our study the anaerobic CO2 incorporation was below detection limit.
We are aware that the contribution of the chemoautotrophic IC in-
corporation may be higher under natural conditions, but heterotrophy

should be prevalent. This is supported by the generally lower growth
efficiency of chemolithotrophic compared to heterotrophic growth,
because the former requires more energy to produce a unit of biomass.
In addition, carboxylases have low substrate affinity and need a high
concentration of IC for its effective incorporation into organic com-
pounds (Bar-Even et al., 2012). The most kinetically favorable car-
boxylases are anaplerotic PEP carboxylases, the main carboxylase for
replenishing the citric acid cycle, and pyruvate carboxylases (Bar-Even
et al., 2012).

4.3. Importance of dark CO2 fixation for C sequestration

We assessed the importance of dark CO2 fixation for C sequestration
in the soils from two different perspectives: (i) promotion of microbial
metabolism and (ii) role in soil C balance. With respect to the promo-
tion of the heterotrophic metabolism, IC may be used as an additional C
source to replenish central metabolic cycles (anaplerotic reactions) in
situations when organic carbon is limiting and primarily used for en-
ergy production. In such a case, microbes may re-fix CO2 that has been
respired for energy production and thus minimize the overall loss of
carbon. Carboxylation is also a vital step of fatty acid biosynthesis in
general, and it enables the utilization of acetone by nitrate reducing
bacteria (Acosta et al., 2014). Inorganic C has a stimulatory effect,
which is most apparent under low metabolic activity in resting aerobic
and facultative cells (Harris, 1954) and in the metabolism of resource-
depleted bacteria (Alonso-Saez et al., 2010). Inorganic C also serves as
the only C source for a variety of obligate chemoautotrophs, either
bacteria or archaea, which provide many metabolic pathways that are
indispensable for soil functioning, such as oxidation of sulphur, am-
monia, reduced metal ions, and methane production (Badger and Bek,
2008; Berg et al., 2007; Konneke et al., 2014). With respect to the role
in the soil C balance, we consider a mean CO2 release from tundra soil
by soil respiration of about 76 gm−2 yr−1 (Fahnestock et al., 1999).
Our data thus indicate that re-use of 0.1–5% of net respiration may
account for dark fixation of 0.08–3.8 g C m−2 yr−1. Above-ground net
primary production (i.e. IC incorporation into plant material) ranges
from 10 to 500 g C m−2 yr−1 (Gould et al., 2003). Thus microbial CO2

fixation may correspond in the long term from 0.016 to 38% of plant C
fixation.

4.4. Effect of dark CO2 fixation on isotopic signal of OC

In general, the δ13C of organic matter mirrors the δ13C of plant input
in the uppermost horizons. However it increases with soil depth to
values 1–3‰ higher than in the uppermost organic horizon (e.g. Bird
et al., 2002; Buchmann et al., 1997). This was also observed for our
arctic tundra soils (Tables 1 and 2; Gentsch et al., 2015). The me-
chanisms behind this enrichment are still unclear and none of the fol-
lowing potential causes can fully explain it: isotopic change of atmo-
spheric CO2 and microbial processing of OC (Boström et al., 2007),
mixing of new C input with old soil organic matter (SOM) and microbial
fractionation during litter decomposition (Ehleringer et al., 2000), in-
crease of leaf internal to ambient CO2 concentration (ci/ca) due to
global change during the last 40 years (Betson et al., 2007). Similarly,
the causes of the 13C-enrichment of microbial biomass (Dijkstra et al.,

Fig. 3. The modelled shift of SOM isotopic signal over time caused by heterotrophic CO2

fixation (a), and relationship between the soil SOM concentration and δ 13C ratio (b)
(please note that x-axis is in logarithmic scale). Open circles represent measured data and
lines the model predictions. The solid grey line represents control (0% - no fixation), the
dashed, dotted and solid black lines represent CO2 fixation rates equal to 0.1, 1 and 5% of
net respiration rate, respectively.

Table 4
Bulk inorganic 13C incorporation into soil organic carbon (OC) and PLFA in three different soil layers from Ari Mas site incubated under aerobic conditions. Mean values and standard
deviations (in brackets) are given (n= 3). Different letters in superscript denote significant differences between horizons (Newman-Keuls post-hoc test).

soil layer bulk 13C incorporation 13C incorpotration to PLFA PLFA 13C to bulk 13C PLFA 13C to PLFA C

μmol 13C mol OC−1 d−1 % respiration rate nmol 13C mol OC−1 d−1 % %

organic 6.13(0.62)b 0.78(0.05)c 19.8(2.65)a 0.377(0.04)a 0.041(0.004)a

cryoturbated 2.40(0.21)b 1.88(0.25)b 11.2(0.75)b 0.536(0.11)a 0.028(0.002)b

mineral 7.61(0.79)a 13.57(3.23)a 7.26(0.20)c 0.153(0.02)b 0.015(0.001)c
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2006; Šantrůčková et al., 2000) have not been satisfactorily resolved
yet. Our results suggest that IC incorporation into microbial biomass
and OC can contribute to soil microbial biomass and OC enrichment.
Our model of CO2 fixation, which was parameterized using data from
the same locations, indicates that in the long term, IC incorporation into
OC can result in similar 13C-fixation as measured for bulk soils in the
deep soil. The model assumes CO2 enrichment in the soil profile cor-
responding to 0.1–5% of net respiration, which is within the range of
measured values. Unfortunately, the uncertainty connected to changes
in isotopic signal of various soil pools during decomposition process is
high. Our model is therefore largely simplified and the predicted
change of SOM isotopic signature is only tentative. We used several
assumptions, which may affect model prediction. More specifically, we
assumed that there is one pool of well mixed SOM with unique isotopic
signal in soil which is decomposed at a constant rate. Including addi-
tional, more resistant SOM pool with the same isotopic signal would
lead to lesser enrichment of SOM by heterotrophic CO2 fixation in long-
term. It is, however, uncertain whether chemically different pools of
SOM have the same isotopic signal. The predicted change of SOM

isotopic signal would largely depend on the signal of the resistant
fraction at the start of decomposition process if accounted for. It might
be also argued that all initial SOM is in fact decomposable in long-term
and the resistant SOM fraction, represented by microbial products,
builds up during decomposition. If this was the case, the enrichment of
SOM would be similar as predicted but it would take longer. We further
assumed that no other processes lead to isotopic discrimination. If any
such process would be relevant, our predictions might be affected po-
sitively or negatively depending on the particular process, its rate and
the connected discrimination.

However, four lines of evidence support our suggestion that IC in-
corporation can importantly contribute to 13C enrichment of soil OC.
First, across all sites, inorganic 13C incorporation into OC, expressed on
a total C basis, occurred throughout the soil profile and increased with
soil depth. The isotopic signal of OC exponentially increased accord-
ingly (R2=0.44, n= 149). Second, IC available in the soil profile is
enriched relative to associated SOM and plant material. Soil CO2 may
be more enriched in 13C than SOM by up to 5‰ because of diffusion of
lighter 12CO2 out of the soil profile, leaving the heavier 13CO2 behind
(Cerling et al., 1991). Carbon dioxide dissolution (CO2

∗) causes only
negligible fractionation (around 1‰) and CO2

∗ entering carboxylation
reactions should be enriched by 4‰ relative to the surrounding OC.
Carbon dioxide hydrogenation comes with a huge positive discrimina-
tion, and HCO3

− entering carboxylation reactions is enriched by 9‰ at
25 °C. The discrimination increases with decreasing temperature to
12‰ at 0 °C (equilibrium fractionation factor; Mook et al., 1974). Thus,
IC entering carboxylation as HCO3

− should be enriched relative to the
surrounding organic material by 13–16‰ (4‰ plus 9‰–12‰)). Me-
thanogenesis in anaerobic microsites and deeper parts of the soil profile
can cause further CO2 enrichment as methanogens strongly dis-
criminate against heavier 13C (difference between CO2 and CH4 [ΔCO2/

CH4] from 5‰ to 93‰; Penger et al., 2012), producing relatively light
CH4 and leaving behind much heavier CO2 (Han et al., 2007). Third,
genes for anaplerotic, assimilatory and biosynthetic carboxylase en-
zymes accounted for the major part of detected carboxylase genes. The
majority of those enzymes accept HCO3

− instead of CO2 (Table SB1).
Thus the initial reactant entering the carboxylation reaction is sub-
stantially enriched relative to SOM. Although HCO3

− entering car-
boxylation can originate from HCO3

− hydrated in soil solution (see
above) or from CO2

∗ that is transported from soil solution into the cell,
it will always be enriched relative to OC, as intracellular CO2

∗ hydra-
tion is catalysed by intracellular carbonic anhydrase which prefers 13C.
The reaction causes an enrichment of HCO3

− by 7‰. Carbonic anhy-
drase is widespread among autotrophs but also among heterotrophic
eukaryota and prokaryota (Merlin et al., 2003; Nafi et al., 1990; Smith
and Ferry, 2000) and is indispensable for the HCO3

− concentrating
mechanism. If there were no CO2 leak from cells, every bicarbonate ion
pulled into the cell should end up in organic compounds, and the iso-
topic signal of biomass would be determined by carbonic anhydrase
fractionation (Hayes, 1993). Even though there is always a leakage,
cells utilizing bicarbonate should be enriched relative to CO2 (Hayes,
1993). It has been documented in plant cells that initial hydration of
CO2

∗ to bicarbonate and subsequent PEP carboxylation causes

Table 5
The ratios of 13C in fungal PLFA to 13C in bacterial PLFA, 13C in Gram-negative bacterial PLFA to 13C in Gram-positive bacterial PLFA, and ratios of fungi to bacterial and Gram-negative to
Gram-positive bacteria C contents together with relative contribution of specific PLFAs to total 13C incorporated in three different soil layers from Ari Mas site incubated under aerobic
conditions. Mean values and standard deviations (in brackets) are given (n= 3). Different letters in superscript denote significant differences between horizons (Newman-Keuls post-hoc
test).

soil layer 13C fungi to 13C bacteria fungi to bacteria 13C G- to 13C G+ G- to G+ relative contribution of specific PLFAs to total 13C incorporated into PLFA [%]

G- G+ fungi bacteria nonspecific

organic 0.21(0.02)b 0.44(0.02)a 4.42(0.56)b 2.42(0.27)a 53 12 14 68 18
cryoturbated 0.22(0.004)b 0.23(0.01)c 6.55(1.27)a 1.78(0.06)b 57 9 16 67 17
mineral 0.45(0.06)a 0.37(0.02)b 3.69(0.44)b 1.72(0.03)b 39 11 24 54 22

Fig. 4. Composition of the bacterial community (phylum level) based on absolute (a) and
relative (b) abundance of assigned sequences in the cryoturbated layer, either unamended
(control) or amended with organic C sources from Ari Mas site. Taxonomic assignment is
based on LCA classifiers implemented in MEGAN software package.
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enrichment of the resulting OC by 5.7‰ at 25 °C relative to gaseous
CO2. The enrichment is dependent on temperature and the amount of
carbonic anhydrase present (Cousins et al., 2006; Farquhar, 1983).
Finally, while autotrophs mostly discriminate against heavier 13C and
mean C discrimination of various autotrophic pathways (ΔIC/cell)
ranges from zero to 26.7‰ when measured in pure cultures (House
et al., 2003 and reference therein), the cells utilizing HCO3

− will not
always be depleted relative to CO2 due to fractionation in the hydration
of CO2 to HCO3

−. In addition, the discrimination can be decreased by
limited gas diffusion in water and the soil environment (Descolasgros
and Fontugne, 1990) and low cell density (House et al., 2003). The
autotrophs employing Rubisco, the most common autotrophic carbox-
ylase accepting CO2

∗ and discriminating against 13CO2 (−11 to−30‰;
see Table SB1), should be depleted in 13C relative to soil CO2. The
proportion of autotrophs in bulk microbial biomass is, however, gen-
erally very low. In our experiment, genes encoding Rubisco represented
at most 18% of all carboxylase genes, implying that autotrophic pro-
karyotes should not determine the isotopic signal of total microbial
biomass.

5. Conclusion

Our results demonstrate that dark CO2 fixation is common in all
arctic soils investigated and anaplerotic reactions are mainly re-
sponsible for this. Many anaplerotic pathways in heterotrophic CO2

incorporation do not lead to any net C assimilation and biomass pro-
duction (Alonso-Saez et al., 2010). Microbial biomass did not increase
in soils without addition of bioavailable substrate either, which further
suggests that dark IC fixation may only enable microorganisms to
maintain metabolic activity even in C poor conditions. Inorganic C in-
corporation into OC only corresponds to a few percent of net soil re-
spiration, but still it can play an important role in supporting microbial
metabolism and organic matter transformation. We further demonstrate
a positive impact of bioavailable soil organic compounds on inorganic C
incorporation, implying that increases in plant litter decomposition
induced by projected warming and input of root-derived compounds
may also enhance C incorporation via dark C fixation.
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