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Annotation 

Since 1991, when the first haloalkane dehalogenase (HLD) from Xanthobacter 

autotrophicus GJ10 was described, nearly 20 HLDs have been characterized 

biochemically and fourteen HLDs were analysed structurally. These enzymes 

belong to α/β-hydrolases and, owing to their ability to bring about the hydrolytic 

conversion of toxic halogenated compounds, are a source of broad 

biotechnological applications. DpcA from Psychrobacter cryohalolentis K5 and 

DmxA from Marinobacter sp. ELB17 are among them. Although their overall 

structures are quite similar to other HLD members, they possess several unique 

properties. Information on their 3D structure may significantly contribute to the 

understanding of protein function. DpcA and DmxA structures will allow us to 

gain insights into structural determinants of specificity and stability. This thesis 

aims to elucidate the tertiary and quartery structures of these enzymes using of 

X-ray crystallography. 
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ABSTRACT  

This Ph.D. thesis is devoted to the crystallographic study of selected 

haloalkane dehalogenases. It provides structural characterization of two 

extremozymes. Both are isolated from psychrophilic organisms. DpcA from 

Psychrobacter cryohalolentis K5 (PDB ID 6F9O) is a cold-adapted enzyme and 

demonstrates the highest activity at 25 ºC, while retaining more than 25% of its 

activity at 5 ºC. DmxA from Marinobacer sp. ELB17 (PDB ID 5MXP) exhibits 

the highest thermal stability (Tm = 65.9 ± 0.1 °C) of all biochemically 

characterized members of the haloalkane dehalogenase (HLD) family. The 

paradigm of thermophilic enzymes from psychrophiles has not yet been 

conclusively explained and the understanding of cold-adaptation is not clear 

either, although numerous comparative sequence and structure analyses have 

been carried out. 

DpcA and DmxA are applied to catalyse the conversion of highly toxic 

halogenated compounds, which spread in the biosphere as a result of 

anthropogenic activities and appear to be a real and potential hazard not only 

environmentally, but are also of health concern, having a limited 

biodegradability. Selected enzymes are also advantageous for various 

biotechnological applications.  

The objective of this study was to describe the structural features of DpcA 

and DmxA enzymes. To describe the macromolecular structures, we determined 

the influence of physical and chemical parameters on the crystallization of DpcA 

and DmxA, and crystallized them in an optimized condition. We obtained the 

diffraction data of crystals at atomic resolution (DpcA crystals diffracted to the 

resolution of 1.05Å and DmxA of 1.45 Å) and solved the protein structures using 

coordinate of HLD homologues. That enhances the available structural 

information about HLD. 

The herein presented thesis provides the structural characterizations of 

DpcA. We recognized two alternative conformations for the side chain of the 

catalytic nucleophile D123. We carried out structural comparison with other 

HLD members and identified substantial differences in the architecture of the 

active site and access tunnels of DpcA. This may indicate that the main tunnel 

can be explored by substrate and alcohol product molecules, while the other is 

used for halide ions or water molecules. Moreover, comparative analysis revealed 
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major differences in the region of the α4 helix of the cap domain, which is one 

of the key determinants of the tunnels’ properties, that possesses tunnels of the 

shortest length among other members. 

The DpcA structural information reported here establishes a base for 

understanding its enzymatic properties and can guide modification of this cold-

adapted enzyme for enzyme application for various biotechnological 

applications. 

The herein presented thesis provides the structural characterizations of 

DmxA. We analysed the DmxA macromolecular structure. It possesses a unique 

composition of catalytic machinery (halide-stabilizing residue, Q40, instead of 

the conventional N typical of other members of the subfamily). We present that 

the enzyme contains narrow access tunnels for solvent, forms a dimeric structure 

via a covalent bond and it is the first example of oligomerization via disulfide 

bridge formation reported in the HLD enzyme family thus far, however it has no 

effect on enzyme stability or functionality. We revealed the important residues, 

affective the size of access tunnels, which was identified as the crucial feature by 

determining the high stability of DmxA. In this study, several different structural 

features of DmxA were analysed in detail in order to explain its extraordinary 

stability. 

Furthermore, this thesis focuses on the structure-function relationship of 

the enzymes. Numerous attempts to obtain the enzyme structures in complex with 

the substrates let us to identify halogen atoms in the vicinity of the active site.  
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In the drama of life on a molecular scale, proteins are  

where the action is. 

(Lesk, 2001) 

 

Why do we study proteins? Why are they so important for human 

existence? Every living cell and all biological processes depend on proteins 

(Gunton et al., 2007). 

Our life without proteins, abundant organic molecules, which play a crucial 

role in all aspects of the cell structure and function, would not exist. The “ancient 

alphabet” – is the letter code of just 20 amino acids that are common building 

blocks of all proteins provide the possibility to write genius “poems” in the form 

of billions of protein sequences (Berg JM, 2002). 

According to research that was done under the leadership of Grant Brown 

(Ho et al., 2018), there are 42 billion proteins in a single eukaryotic cell 

(Cerevisiae) or there are 2–4 million proteins per cubic micron in bacteria, yeast, 

and mammalian cells, as estimated by Milo (Milo, 2013). Nevertheless, we do 

not know all organism’s protein structures, functions and interactions in the 

systems – it is exciting and highly important to have such knowledge of the 

compositions surrounding us. Such information will be useful for prolonging life 

and health benefits, to contribute to the knowledge of the universe and to add 

input to the comfort of life and advantageous technologies.  

X-ray crystallography is one of the key tools in discovering protein 

structures. 

Crystallography is a method used to study crystals, their properties and 

protein structures. Having a long history, this field of science is dynamic and 

rapidly changing. Thanks to crystallography, the understanding of many 

biological processes at a molecular level has already led to a fundamental change 

in the treatment of many chronic diseases. Computer software development has 

revolutionized in such a way that crystal structures can be represented and 

compared beautifully, comparable to the best examples of abstract art (Tilley, 

2006). 

In order to contribute to a large research project on haloalkane 

dehalogenases, we had two enzymes under study, DpcA from Psychrobacter 

cryohalolentis K5 and DmxA from Marinobacter sp ELB17, which are useful 

for different biological applications.  
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The main goals of this thesis were to understand the relation between 

protein structure and function as fundamental knowledge of biological 

mechanisms through: 

1) crystallization and to acquiration of high-resolution X-ray data of DpcA 

and DmxA crystals; 

2) characterization the structure of DpcA from Psychrobacter 

cryohalolentis K5 and uncovering the structural features of its cold-

adaptation;  

3) characterization the structure of DmxA from Marinobacter sp ELB17 

and revealing its high thermostability. 

The information obtained from their molecular structures will hopefully 

contribute to engineering of new enzymes with improved catalytical 

characteristics and a broader environmental activity range.   
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2. Introduction 
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2.1. Enzymes and their function 

Life depends on the organized sets of chemical reactions, proceeding in a 

way to maintain life. The key role in this process is allocated to enzymes. 

Enzymes are mostly proteins, (excluding some catalytic RNA molecules, 

ribozymes, playing an important role in gene expression) (Talini et al., 2011). 

Enzymes are highly specific and accelerate reactions significantly. This occurs 

by decreasing the activation energy of a specific reaction. Enzymes are not 

consumed during the reaction. Binding to one or more ligands, called substrates, 

they convert them into one or more chemically modified products and thus they 

act as biocatalysts. It is the catalysis of organized sets of chemical reactions by 

enzymes that creates and maintains the cell, making life possible (Alberts, 

Johnson, Lewis, Raff, et al., 2002, Copeland, 2000). 

Enzymes are the most important components of the metabolism of living 

organisms. The glucose oxidation in the organisms, for example, is the reaction 

of an energy exchange, where the enzymes take part at each stage of reactions 

(depolymerization of polysaccharides, a glucose phosphorylation, substrate-level 

and oxidative phosphorylation, the Krebs cycle, an electron-transport chain). On 

this reaction processes we can notice that the existence of the developed organism 

without enzymes would not be possible, as the organism needs to receive quickly 

a great deal of energy in the form of molecules of ATP, and without the 

participation of the enzymes many reactions would take a long time (Berg et al., 

2015, Lodish & Lodish, 1999, Alberts, Johnson, Lewis, Walter, et al., 2002). The 

carbonic anhydrase enzyme is among the fastest known. It catalyzes the reaction 

of the transfer of CO2 from the tissue into the blood (Berg JM, 2002). 

The following properties of enzymes can be mentioned: 1) all of them 

represent globular proteins; 2) information on them, as well as on other proteins, 

is coded in molecules of DNA; 3) a large number of the enzymes work extremely 

effectively, it means very small amount of enzyme causes transformation of a 

large amount of substrate; 4) enzymes accelerate reactions by decreasing ΔG‡, 

the free energy of activation in order to overcome the reaction energy barrier by 

facilitating the transition state formation (Fig. 1); 5) their presence does not 

influence neither the nature, nor properties of the final product (products) of 

reaction; 6) enzymes are highly specific, i.e. one enzyme catalyzes usually only 

one reaction; 7) the reaction catalyzed by enzyme is reversible, the same enzyme 
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catalyzes both forward, and reverse reaction; 8) the activity of enzyme changes 

depending on pH, temperature, pressure and also concentrations of enzyme and 

substrate; 9) there are enzymes for which energy is necessary for work (Soper et 

al., 1990, Berg JM, 2002, Cooper, 2000). 

 

 

Figure 1. Energy diagram for uncatalyzed and catalyzed reactions. The 

conversion of the reactants (substrate) to a product. The acceleration of the reaction by 

the enzymes by decreasing ΔG‡, the free energy of activation. Adapted from Berg JM 

(Berg JM, 2002). 

 

The two main models of enzyme-substrate binding are described: 

1. Fischer's version (1890) – a theory of "key lock" (Lichtenthaler, 1995). 

Fischer explained the high specificity of enzymes with a special form of a 

molecule ("lock"), precisely corresponding form of a molecule of substrate 

(“key”). The formed enzyme-substrate complex is leading to the reaction 

products formation, resulting the molecules of the product to be changed in shape 

and they release from the active site, which can accept a new substrate. 

 2. Koshland version (1959) is an induced fit theory (a new interpretation 

of the “key lock” theory) (Koshland Jr, 1953). 

 From the obtained data, Koshland concluded that the enzyme – substrate 

interaction is more dynamical. Their binding causes some changes in the 

structure of the enzyme active site. The amino-acids of the active site change the 

conformation making the active site of the enzyme take a certain form which 

gives the chance to the enzyme in the most effective way to perform the function 

(Soper et al., 1990).  
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2.2. Enzyme activity 

As the enzymes enhance rates of reactions, the kinetic description of their 

activity is needed to understand their function. A general scheme of the enzyme 

reaction model is proposed by two scientists in 20th century, Leonor Michaelis 

and Maud Leonora Menten, known as Michaelis-Menten Kinetics (Berg JM, 

2002). The model serves the explanation how an enzyme can cause kinetic rate 

enhancement of a reaction and also explains how reaction rates depend on the 

concentration of enzyme and substrate, is the following: 

When the molecules of an enzyme and a substrate appear in a system, they 

are attracted to each other under the influence of electrostatic forces (Fried & 

Boxer, 2017), followed by the process of the orientation of a molecule of 

substrate in the active site of an enzyme and the further process of molecular 

recognition and the formation of the enzyme-substrate complex. Then the 

enzyme changes the conformation under the influence of a molecule of substrate 

and external condition. At the same time conditions for substrate conversion are 

created. Eventually, the product is formed. The product releases from the active 

site, and the enzyme returns to the initial conformation to be ready to provide the 

next round (Lodish et al., 2007, B L Blaney & Ewing, 1976).  

The Michaelis-Menten model (1) is the one of the simplest and best-known 

approaches to enzyme kinetics, the derivation was provided by George Briggs 

and J.B.S. Haldane in 1925 (Briggs & Haldane, 1925): 

    (1) 

Where enzyme – E reacts with the substrate, S, via enzyme-substrate 

complex, ES, which then reacts irreversibly to generate a product, P. kf - is the 

rate constant of association of enzyme-substrate binding, bimolecular; k’r- is the 

rate constant of dissociating of the ES complex to regenerate free enzyme and 

substrate, unimolecular; and kcat is the turnover rate. 

The Michaelis-Menten equation (Eq.1) for this system is: 

Equation 1 

][

][max

SK

SV
v

M +
=
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A plot of the Michaelis-Menten equation’s (Michaelis & Menten, 2007) is 

represented in Fig. 2. A plot of the reaction velocity (V0) as a function of 

concentration [S] of a substrate for an enzyme that obeys Michaelis-Menten 

kinetics. It shows that the maximal velocity (Vmax) is approached asymptotically. 

KM - is the substrate concentration at which the reaction velocity is 1/2 of 

the Vmax. 

 

Figure 2. Michaelis-Menten kinetics (Michaelis 1913: 334, Michaelis & Menten, 

2007). Adapted from Berg (Berg JM, 2002). 

 

Currently there are about 150.357 protein strutures (on February, 19th, 

2019) in wwPDB (worldwide Protein Data Bank) (Berman et al., 2003). Many 

of them already have a known structure that came from X-ray crystallography. 

In 1926, James Sumner, was the first who published a paper on urease 

crystallization – the first crystallization of an enzyme (Sumner, 1926). Sumner 

carried out detailed analysis that allowed him first to show that enzymes can be 

crystallized and that the crystals were composed of a protein, that their 

dissolution in the solvent led to enzymatic activity, which was important for the 

development of enzymology, as a science (Simoni et al., 2002). In 1946, Sumner 

received the Nobel Prize in Chemistry “for his discovery that enzymes can be 

crystallized.” The prize was also awarded to J. H. Northrup and Wendell Stanley 

“for their preparation of enzymes and virus proteins in pure form” (Foundation, 

1999).  

Later, in 1957, the first 3D structure of a protein, myoglobin, was deduced 

by Sir John Cowdery Kendrew from X-ray diffraction. Since that time, numerous 

protein crystal structures were solved using this method. 
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The enzymes are also available to scientists, as an indispensable tool for 

research purposes, participating in molecular biological reactions. Selecting the 

enzyme with the most appropriate specific activity at the optimal reaction 

conditions needed for a specific purpose utilized in a specific protocol will 

certainly improve the quality of research (Rittié & Perbal, 2008). 

 

2.3. Haloalkane dehalogenases 

2.3.1. The spreading of toxic halogenated compound  

Xenobiotics are constantly accumulating in the environment. They spread 

in the biosphere as a result of anthropogenic activities and appear to be a real and 

potential hazard for humankind.  

These are various pesticides, solvents and monomers of organic synthesis, 

dyes and others (Bhatt et al., 2007). Most often substrates are chlorderivatives 

that are industrially important organic compounds and are produced in large 

amount, belong to an important class of environmental pollutants found in ground 

and surface water, in food and in atmosphere (Wang et al., 2013). Haloalkanes 

are widely distributed by industry: they are used as pesticides, fumigants (Liu et 

al., 2013), solvents, in petroleum industry, vinyl chloride production (Tomasi et 

al., 1984), refrigerants (Davidson & William, 1958) and as antiknock substances 

(Fetzner, 1998), and they are not only of environmental, but also of health 

concern, having a limited biodegradability (Belkin, 1992, Slater et al., 1995).  

Such substances are known to have kidney toxicity (Bláha et al., 1998), 

hepatotoxic (Ugazio et al., 1973, Weber et al., 2003), cancerogenic and/or 

mutagenic effects (Tomasi et al., 1984, Sasaki et al., 1998, Roldan-Arjona et al., 

1991), causing the irreversible alkylation of DNA bases (Hemminki, 1983, 

Boysen et al., 2009, Sobol et al., 2007), which leads to the progression of 

degenerative diseases or cancer under their exposure (Akers et al., 1999, Nakai 

et al., 2016).   

However, some haloalkanes are also produced naturally (Verschueren, 

Franken, et al., 1993, Gribble, 2003). Chloromethane (CH3Cl), is the most 

copious halocarbon in the atmosphere, which emission is connected with the 

biomass burning and other natural sources (Yokouchi et al., 2000). Numerous 

halocarbons have volcanic origin (Jordan et al., 2000). Haloalkanes were also 

discovered in minerals, rocks and shales (Isidorov et al., 1993). It was found, that 
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chloromethane, bromomethane and iodomethane are produced by several species 

of marine algae (Scarratt & Moore, 1996, Tait & Moore, 1995). Several studies 

identified phytoplankton groups, that produce another halogenated compounds 

(Moore, 1996, Liu et al., 2013). 

The availability of halogens atoms causes their high toxicity and resistance 

to degradation in the environment. Numerous bacteria have attracted researchers 

with the real prospects of use in biotechnological applications for many years. 

Such bacteria have the unique ability to carry out the biotransformation of various 

natural and synthesized connections and also to act as destructors of halogenated 

aromatic xenobiotics. The ability to carry out dehalogenation is mentioned in the 

literature for many species of bacteria: Pseudomonas, Bacillus, 

Corynebacterium, Nocardia, Rhodococcus, Streptomyces, Arthrobacter, etc (van 

Pée & Unversucht, 2003, Fetzner, 1998). Bacteria have different mechanisms of 

dehalogenation: reductive dehalogenation, oxygenolytic dehalogenation, 

"thiolytic" dehalogenation, intramolecular, substitution, dehydrohalogenation 

and hydrolytic dehalogenation (Fetzner, 1998). A major factor of the detoxication 

of xenobiotics in the soil and water is the activity of bacteria, and particularly 

those, which possess the enzymes carrying out a dehalogenation reaction – 

dehalogenases, which play an important role in the biodegradation of chlorinated 

pollutants (Copley, 1998). 

However, extremophilic microorganisms are the highest objects of interests 

because of their ability to survive in high or low temperatures, high salinity and 

either high alkalinity or high acidity and high pressure (Gomes & Steiner, 2004, 

Niehaus et al., 1999, Margesin & Schinner, 2001). They are able to produce the 

enzymes that are extremely resistant to surrounding conditions, comparable to 

those prevailing in different industrial processes. These enzymes can be exploited 

as a model to design and construct proteins with new properties that are attractive 

for industrial applications (Niehaus et al., 1999, van den Burg, 2003). Haloalkane 

dehalogenases are among of them. 

 

2.3.2. Haloalkane dehalogenases 

Haloalkane dehalogenases (HLDs; EC 3.8.1.5) are enzymes with catalytic 

activity for the conversion of highly toxic brominated, chlorinated, iodinated 

aliphatic compounds yielding a corresponding alcohol, a halide ion, and a proton 
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(Janssen, 2004, Janssen et al., 1988). HLDs are able to convert halogenated 

alkanes cycloalkanes, alkenes, alcohols, ketones, ethers and cyclic dienes 

(Chovancová et al., 2007, Janssen et al., 1988, Poelarends et al., 1998). 

The catalyzed reaction is significant for the application of these enzymes in 

bioremediation (Stucki & Thueer, 1995, Prokop et al., 2006), for constructing 

biosensors (Campbell et al., 2006) and due to their enantioselectivity HLDs are 

also involved in the synthesis of optically pure compounds (Pieters et al., 2001, 

Westerbeek et al., 2011), protein analysis and intracellular imaging (Ohana et al., 

2009, Los & Wood, 2007, Murrey et al., 2015). 

HLDs within other enzymes: esterases, peptidases, lipases or epoxide 

hydrolases belong to the α/β-hydrolase protein fold family, which was identified 

in 1992 (Ollis et al., 1992, Holmquist, 2000, Nardini & Dijkstra, 1999). 

To date, a number of putative HLDs were identified by phylogenetic 

analysis, slightly fewer than 20 of them were biochemically characterized 

(Supplementary materials, Table S1), (Chovancová et al., 2007) some proteins 

were crystallized and the 3D structure determined. Some HLDs and their 

crystallization conditions and collection data are presented in Table 1. The 

enzymes crystallization conditions vary widely in the composition of compounds 

and the crystal outcome. 

 

Table 1. List of crystallized haloalkane dehalogenases 

HLD 

crystal 

shape 

Organism 

from which 

was 

isolated 

Crystal-

lization 

method 

Crystallization 

conditions of the 

diffracted crystal 

Resolution of the 

collected X-ray 

diffraction data, space 

group, number of 

molecules in the 

asymmetric unit 

HLD-

subfa-

mily, 

Reference 

DhlA 

(2had) 

 

n.a 

Xanthobacte

r 

autotrophic

us GJ10 

hanging-

drop 

vapour-

diffusion 

bis-Tris-H2SO4, 64%, 

ammonium sulphate 

pH 6.2. 

2.4 Å (rotating anode X-ray 
generator) 

P21212, one monomeric 

molecule 

Matthews: 2.03,  

density percent sol: 39.39% 

I 

(Franken  

et al., 

1991) 
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DppA 

(2xto) 

 

0.04 x 

0.11x 0.2 

mm, 

needle-

shaped 

Plesiocystis 

pacifica 

SIR-I 

hanging-

drop 

vapour-

diffusion 

0.1 M Na MES pH 6.5, 

1.8 M ammonium 

sulfate, 5% PEG 400, 

concentration - 8 mg 

ml-1 

 

1.95 Å (in-house X-ray 

generator), orthorhombic 

space group P21212, one 
molecule in the asymmetric 

unit, cryoprotection: 

soaking 30s in 5%(v/v) PEG 
400 in reservoir solution 

Matthews: 2.6, 

density percent sol: 53% 

I 

(Bogdanovi

c et al., 

2010) 

DccA 

(5esr) 

 

0.1x 0.1x 

0.2 mm 

Caulobacter 

crescentus 

sitting-

drop vapor 

diffusion 

Temp: 298 K, reservoir 

solution contained  

0.005M Cobalt 

chloride, 

0.005M Magnesium 

chloride, 0.005M 

Cadmium 

chloride, 0.005M 

Nickel chloride, 0.1M 

HEPES:- 

NaOH, pH 7.5, 12% 

PEG 3350; Protein 

concentration - 10 mg 

ml-1 

1.4 Å, beamline LRL-CAT, 
C2221 
20% 

glycerol as cryo-protectant. 

 
Matthews: 2.2, 

density percent sol: 44.12% 

 

I 

(Carlucci 

et al., 

2016) 

DmxA 

(5mxp) 

 

0.16 x 0.1 

x 0.15 mm 

rhombo-

hedral 

Marinobact

er sp. 

ELB17 

sitting-

drop vapor 

diffusion 

Temp: 293 K, 0.2M 

ammonium acetate, 

30%(w/v) PEG 4000 

and 0.1M sodium 

citrate tribasic 

dihydrate, pH 5.6, 

additionally added 

sarcosine 

1.45 Å, ESRF beamline 

ID29,  

space group P212121,  

 

Matthews: 1.89, 

density percent sol: 34.85% 

II 

(Tratsiak 

et al., 

2019, 

accepted 

for pub-

lishing) 

DmrA 

(4mj3) 

 

n.a. 

rhombo-

hedra 

Moorea 

producta 

vapor 

diffusion 

Temp: 298 K, 0.1 M 

bis-Tris propane, pH 

6.5, 0.2 M potassium 

thiocyanate, 16% PEG 

3350, 

 reservoir solution: 2.2 

M sodium malonate 

pH 7.0, 

5% glycerol, 

Protein at 3 mg ml -1 

2.2 Å, data were collected 

at the GM/CA-CAT 

beamline 

23ID-D, Australian 

synchrotron beamline MX2,  

 

Matthews: 2.23, 

density percent sol: 44.74% 

II 

(Gehret 

et al., 

2012a) 

DatA 

(3wib) 

0.20x 

0.07x 0.05 

mm 

Agrobacteri

um 

tumefaciens 

C58 

sitting-

drop 

vapour-

diffusion 

At 293 and 277 K, 

reservoir solution: 0.1 

M CHES pH 8.6, 1.0 

M potassium sodium 

tartrate, 0.2 M lithium 

sulfate, 0.01 M barium 

chloride. 

 

1.70 Å, the Photon Factory, 

beamline: NE3A,  

primitive tetragonal space 

group P422,  

 

Matthews: 2.45, 

density percent sol: 49.72% 

two molecules in the 

asymmetric unit. 

II 

(Mase et 

al., 2012) 
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DbeA 

(4k2a) 

 

0.05x 

0.05x 0.30 

mm 

needle-

shaped 

Bradyrhizob

ium elkani 

USDA94 

sitting-

drop 

vapour-

diffusion 

Temp: 277 K, 

 0.1 M Tris–HCl, pH 

7.5, 20%(w/v) PEG 

3350 or 4000 and 0.15 

M calcium acetate, prot 

at a concentration of 4–

6 mg ml -1 in 0.1M 

Tris–HCl (pH 7.5). 

2.2 Å (BESSY BEAMLINE 

14.1), primitive 

orthorhombic space group 

P212121,  

 

Matthews: 2.36,  

density percent sol: 46% 

one molecules in 

asymmetric unit 

II 

(Prudniko

va et al., 

2009) 

DbjA 

(3a2m) 

 

0.4 x 0.12 

x0.1 mm  

Rectan-

gular shape 

Bradyrhizob

ium 

japonicum 

USDA110 

hanging-

drop 

vapour-

diffusion 

method,  

using the 

microseedi

ng 

technique 

Temp: 293 K, 

reservoir solution: 

17–19.5% (w/v) PEG 

4000, 0.2 M calcium 

acetate and 0.1 M Tris–

HCl, pH 7.7–8.0. 

1.75 Å, Rigaku rotating-

anode X-ray generator (FR-

D), P21212,   

 

Matthews: 2.4, 

density percent sol: 40 % 

 orthorhombic space group, 

four molecules in one 

asymmetric unit 

  

II 

(Sato et 

al., 2007) 

 

 

2.3.3. The overall HLD structure and the reaction mechanism 

The overall HLD structure is quite similar among all enzymes and the 

globular protein is composed of a core (conserved main domain) and the cap 

domain. The main domain plays an important role in structural stability, is 

comprised of 8 stranded mostly parallel β-sheets, β2 is oriented antiparallel.  β-

sheets are surrounded by 6 α-helices (two are from the one side, four – from the 

other). The cap domain is inserted between β-strand β6 and α-helix α8 and is 

formed of several α-helices, connected by six loop insertions. The cap domain 

(involving residues 184–211 in DhlA, residues 155-220 in DpcA, residues 135- 

216 in DmxA) is less conserved in evolution and it plays a decisive role in the 

determination of substrate specificity (Pries et al., 1994, Newman et al., 1999, 

Pikkemaat et al., 2002, Otyepka & Damborský, 2002) (Fig. 3).  

Both domains contribute to the formation of a hydrophobic pocket in which 

the active site is buried, accessible via two well-defined tunnels (Marek et al. 

2000, Kmunicek et al. 2005, Petrek et al. 2006). An active site is buried inside a 

hydrophobic core and is represented by five residues. 

Based on the phylogenetic analysis, composition of the active site there are 

HLD subdivisions on three subfamilies: Asp-His-Asp+Trp-Trp in HLD-I, Asp-

His-Glu+Asn-Trp in HLD-II, and Asp-His-Asp+Asn-Trp in HLD-III 

(Chovancova et al., 2007). 
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Figure 3. The overall tertiary structure of haloalkane dehalogenases (represented 

as the structure of DpcA). The main domain is represented in red, the cap domain in 

blue. α-helices and β-sheets are labelled. Adapted from Tratsiak et al., 2019, (accepted 

for publication).  

Firstly, the catalytic mechanism of haloalkane dehalogenase was described 

by Koen and Verschueren from the study of the DhlA enzyme from Xanthobacter 

autotrophicus GJ10 in complex with 1,2-dichloroethane. It was discovered by 

different methods (Pikkemaat et al., 2002, Verschueren, Seljee, et al., 1993) and 

revealed that the reaction is realized via SN2 substitution mechanism, which 

involves the catalytic triad Asp-His-Asp/Glu and two residues stabilizing halide 

(Trp-Trp or Trp-Asn). 

The four-step reaction mechanism is initiated by the substrate binding to 

the active site. Two tryptophanes with the nitrogen atom of their rings are 

positioned towards the cavity to stabilize by hydrogen-bonding a halide ion of 

the substrate. During this process, the carbon-halogen bond is cleaved upon a 

nucleophilic attack of an Oδ1 atom of nucleophilic aspartate (Asp 124/123/105) 

on the substrate's C1 atom. An alkyl-enzyme intermediate is formed (Fig. 4) and 

is hydrolyzed by a water molecule that is activated by the base histidine 

(His 289/280/273). The removal of a proton by Asp and His from the molecule 

of water is in order to facilitate the hydrolysis of the alkyl-enzyme intermediate. 
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Figure 4. General catalytic mechanism of haloalkane dehalogenases. 

A.  Formation of the covalent intermediate by SN2 substitution. B. Hydrolysis of the 

intermediate. Residue numbers refer to DhlA, *DpcA, •DmxA, respectively. X 

represents halogen. Adapted from (Bosma et al., 2003, Janssen, 2004). 

 

The positive charge on the histidine is stabilized by its hydrogen bonding 

with the side-chain oxygen of catalytic acid: aspartate (is inherent for HLD-I, 

Asp 260/250) or glutamic acid (is inherent for HLD- II: DhaA, LinB and DbjA 

enzymes), or, DmxA is an exclusion, glutamine (Glu129). It possibly also helps 

to preserve the correct position of the catalytic acid and the base. The alcohol 

product releases and the halogen ion, which determines the overall reaction rate, 

is removed from the active site (Ridder et al., 1999, Verschueren, Franken, et al., 

1993, Lewandowicz et al., 2001, Janssen, 2004, Franken et al., 1991, Krooshof 

et al., 1998, Pries et al., 1995). 

 

2.3.4. DpcA from Psychrobacter cryohalolentis K5 and DmxA from 

Marinobacter sp ELB17 

The enzymes were identified by phylogenetic analysis (Chovancová et 

al., 2007). Psychrobacter cryohalolentis K5 was isolated from a cryopeg (saline 

water lens) within forty-thousand-year-old Siberian permafrost where the in situ 

temperature is -9 to -12°C and cryopeg salinity – 12–14%. Cryopeg samples were 

obtained from the Kolyma Lowland region of Siberia, Russia, a tundra zone with 

a harsh climate and continuous permafrost that has remained frozen for at least 

40,000–50,000 years. The samples were recovered from depths of 11–24 m 

below the surface (Novototskaya-Vlasova et al., 2012, Bakermans et al., 2006). 
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DpcA. It has overall moderate level of the enzymatic activity, however, in 

comparison to other biochemically characterized HLDs, DpcA possesses one of 

the narrowest substrate specificity profiles. Among 30 examined substrates, the 

enzyme exhibits the highest activity toward 1-bromobutane, 1- bromohexane and 

1,3-dibromopropane, while zero activity is observed toward short chlorinated 

substrates. 

DpcA enzyme shows better activities toward longer substrates with the 

preference to brominated, in lesser degree it demonstrates activity to iodinated 

and the minimum of activity - with chlorinated substrates (Drienovska et al., 

2012).  

DmxA. The bacteria Marinobacter sp ELB17 was originally isolated from 

the depth of 17 m from the permanently ice-covered east lobe of Lake Bonney in 

the Taylor Valley, in Antarctica. As was discovered later, both east and west 

lobes of this Antarctic lake possess significant abundance of ELB17 (Ward & 

Priscu 1997). The optimal growth conditions are ranged in the temperatures 12-

15 °C and the salinity of 18-35 g/l (Ward & Priscu 1997). 

The activity of DmxA towards thirty examined halogenated substrates was 

rather low. The enzyme shows slight preference towards brominated and bromo-

chlorinated substrates. It’s highest specific activity was observed in the reaction 

with 1,3-dibromopropane. Temperature and pH profile of DmxA was measured 

with 1,3-diiodopropane. The maximum activity of DmxA toward 1,3-

diiodopropane was detected at 55 °C and pH 9.0. Experiments on measuring of 

enantioselectivity revealed that DmxA is one of the most enantioselective 

haloalkane dehalogenase (Chrast et. al, 2019, not published). 

2.4. Extremozymes  

Temperature is one of the major environmental factors that affects the 

evolution and activities of organisms (Brock, 2012). However, the proteins that 

can be active in extreme temperatures are of special interest, because they can be 

advantageous for biotechnological applications (Sarmiento et al., 2015, Turner 

et al., 2007). The possession of information on the structural features of such 

enzymes, and the application sitedirected mutagenesis of less stable enzymes, are 

useful for the improvement of the properties of enzymes (Turner et al., 2007). 
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2.4.1.  Adaptation of the enzyme to cold 

A colder environment is prevailing on the Earth. Various adaptive features 

enable the cell to adapt to the cold (Feller & Gerday, 2003). The understanding 

of cold-adaptation is not clear. Several comparative sequence and structure 

analyses have been made (Gianese et al., 2001, Metpally & Reddy, 2009, 

Adekoya et al., 2006), and the properties of the enzyme change to cold-adaptation 

have been discussed previously as well (D'Amico et al., 2002, Feller & Gerday, 

2003, 1997); thus far an unambiguous universal formula does not exist. However, 

there is an established relationship: the improving of conformational flexibility 

of appropriate parts of the molecular structure, at the same time, protein shows a 

low stability, and compensation of activity at low temperatures -– being is the 

main common opinion through all the viewpoints on the enzymes adapted to cold 

(Feller & Gerday, 1997, Georlette et al., 2003). 

This is a challenge for cold-adaptation, so the enzymes require an increase 

in flexibility of the structural components, which are involved in the catalytic 

cycle. Other protein regions, if not involved in catalysis, may or may not maintain 

a high rigidity (Georlette et al., 2004).  

In the opinion of Miyazaki et al. (Miyazaki et al., 2000) the obtaining of a 

high activity at low temperature and stability at high temperatures is achievable 

simultaneously. And the cold-adaptation conforms the effects of evolution, rather 

than any intrinsic physical-chemical limitations on proteins. 

There is a thought, that cold-adapted enzymes require an improved 

flexibility of the structural moiety involved in the catalytic activity, whereas other 

regions are not implicated in catalysis can retain a certain rigidity (D'Amico et 

al., 2002) and it was proved on the psychrophilic elastase, which is characterized 

by a reduced flexibility locally in some zones, that are distant from the functional 

sites. When compared to the mesophilic enzyme, it was in agreement with the 

hypothesis, suggesting that such local rigidity can be beneficial for the catalytic 

activity of psychrophilic enzymes (Papaleo et al., 2006). 

Feller and Gerday discuss that structural factors such as a reduced number 

of proline (on loops) and arginine residues can influence the cold-activity of an 

enzyme. These residues restrict backbone rotations, and can form multiple 

hydrogen bonds and salt bridges, respectively. While clusters of glycine residues 

enable localized chain mobility, all weak interactions (ion pairs, aromatic 
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interactions, hydrogen bonds and helix dipoles) are less abundant, and non-polar 

core clusters have a weaker hydrophobicity, making the protein interior less 

compact. Frequently, stabilizing cofactors bind weakly, and loose or relaxed 

protein extremities seem to favour unzipping. The disappearance of solvent-

exposed ion pairs, a larger proportion of non-polar groups which are exposed to 

the surrounding medium and an excess of negative charges that favour 

interactions with the solvent – generally characterize the surface of a protein. 

However, each protein family has it’s own strategy in order to decrease stability 

by using one or a combination of these structural alterations (Feller & Gerday, 

2003). 

The analysis from Adekoya et al (Adekoya et al., 2006), presented a 

comparative sequence and structure analysis that reveals features of cold 

adaptation of an enzyme in the thermolysin family (and a comparison of DpcA 

versus DhlA, in parentheses, the number of residues, is presented): 

1) fewer arginines (17 vs 15), 

2) a lower Arg / (Lys + Arg) ratio (0.56 vs 0.55),  

3) a lower fraction of large aliphatic side chains, expressed by the  

(Ile + Leu) / (Ile + Leu + Val) ratio, (0.75 vs 0.73), 

4) more methionines (6 vs 11), 

5) more serines (16 vs 13), 

6) more of the thermolabile amino acid asparagine (27 vs 26). 

Other scientists (Metpally & Reddy, 2009) found that residues such as Ala, 

Asp, Ser and The are much more often observed in psychrophiles when compared 

to mesophiles. On the other hand, residues Glu and Leu are significantly less 

favoured in psychrophile proteomes. They also observed that tiny/small and 

neutral amino acid groups are notably preferred in psychrophiles where, as 

charged, basic, aromatic and hydrophilic groups are notably less favoured. They 

also noted that psychrophilic proteins avoid including the amino acids Glu, Phe, 

Lys, Asn and Tyr, in comparison to more preferable residues, such as Ala, Asp, 

Gly, Ser, and Thr as compared to mesophile proteins (Metpally & Reddy, 2009). 

The agreement with the finding is observed in the comparison of DpcA sequence 

with that of DhlA: fewer numbers of Glu, Phe and Tyr. The number of residues 

of Asp, Gly, Ser and Tyr prevail in DpcA.   
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The results obtained from the analysis by Gianese (Gianese et al., 2001) 

strongly suggest that the charged residues Glu, Arg and Lys are to be replaced in 

psychrophilic enzymes. Three residue exchanges are indicated: Glu → Ala, Val 

→ Ala, Arg → Lys. Substitutions involving charged residues are: Lys → Ser, 

Lys → Asn, Arg → Ser, and hydrophobic residues (Val → Ile)); and these 

substitutions are mostly present at exposed sites: α-helices or coil regions. Only 

the substitution Lys → Asn is favoured at the subunit interface. Asn is more 

frequent in psychrophilic than in meso/thermophilic enzymes. 

As an example, Ala12 is in DpcA and DppA instead of Ser13 of DhlA. Thr 

12 of DmrA and Glu12 of DccA- are on the α-helice and exposed to the surface. 

The position in other enzymes is quite shifted even if it is Ala (DppA, DmrA) or 

Ser (DhlA), Lys (DccA). And this region is near to the Mg2+ ion binding site of 

DccA. Ala 96 from DpcA and Ala 91 from DccA which is placed on the loop are 

different from Thr of DmrA and DppA and Val of DhlA. Val 102 of the helix is 

in DpcA, DmrA and DccA, while Arg 102 is in DhlA and DppA.  

Other authors, (Feller et al., 1996; Feller and Gerday, 1997; Marshall, 

1997) on the basis of comparative single-family analysis, state that for the 

adaptation to cold the decreased Arg content or decreased Arg/(Lys + Arg) molar 

ratio is a feature. Gianese et al. have the point of view that one of the mechanisms 

of low-temperature adaptation is the substitution of charged residues Glu, Arg 

and Lys. It is shared by most families. As an example, on the loop Lys86 in the 

DhlA structure is substituted by Arg 86 of DpcA. 

Ala is much more often observed on α-helical regions, while Val shows a 

tendency for β-strands. Psychrophiles avoid Val in buried regions of β-sheets in 

comparison with the corresponding regions of thermo/mesophiles (for example, 

Val49 in double conformation of DhlA (PDBID 1B6G) is substituted by Pro 48 

in DpcA in the beta-sheet, Val 121 of DhlA versus Phe120 of DpcA, Val 122 of 

DhlA versus Cys121 of DpcA). However, DpcA and DhlA have Val 77 and 

Val76, respectively. 

Val 156 of DhlA (belong to α-helice, exposed to the surface) vs Asp154 in 

DpcA (and within the position of the residues it is highly different from the 

others: DppA (Leu154), DccA (153 Gly), excluding DmrA – at this position 

Asp154 as well). Ser107 of the helix in DpcA is the only, in comparison to Ala, 

of the rest of the residues in a similar position. Ala134 is on the helix of DpcA 
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and DccA versus substituted residue in DmrA (by 134 Gly) and in DppA and 

DhlA by 133Pro and 134 Pro, respectively. In the position of Ala 209 of DpcA 

and of DmrA, and 208 of DccA, DppA has Val 207 and DhlA – 219 Val. 

Numerous of Ala on the helices and loops, exposed to the surfaces are observed 

in DpcA 3D structure. 

The overall effect of the two mutations considered, Val → Ala, Val → Ile, 

is the decrease in the number of carbon atoms in the hydrophobic core (Gianese 

et al., 2001). 

In conclusion, a deeper understanding on the structural basis of cold-

adaptation neded as more structures of cold-adapted proteins and especially 

enzymes are determined. 

2.4.2. The characteristics affecting the thermostability 

Thermostable enzymes are studied extensively. They are applied for 

various industrial applications: in the food and paper industry, for 

pharmaceuticals, detergents, removal of toxic wastes and drilling for oil (Haki & 

Rakshit, 2003). The molecular mechanism of thermostability and thermophilicity 

vary among the enzymes (Vieille et al., 1996), this intrinsic property is 

determined by the primary structure of the protein (Ward & Moo-Young, 1988). 

However, there are some common features, which are identified in these 

enzymes, such as an increase of interactions (hydrogen bonds, electrostatic 

interactions, hydrophobic interactions, metal binding) (Li et al., 2005, Vogt et 

al., 1997). Disulfide bonds play a significant role in an improvement of the 

protein stabilization (Matsumura et al., 1989, Sheng et al., 2016, Betz, 1993). 

The studies of comparison of thermophilic enzymes and their counterparts 

have shown, that the thermostable enzymes are characterized by a higher content 

of hydrophobic amino acids and a decreased number glycine residues, and polar 

and charged amino acids (Maras et al., 1994). However the higher content of 

charged residue was also observed for thermophilic proteins in the amino-acid 

composition analysis done by Dechert et al., as well as the preference of Arg over 

Lys residues (Deckert et al., 1998), and the substitution of Gly by Ala and the 

substitution of Lys by Arg (Vieille & Zeikus, 2001). 

Thermophilic enzymes are characterized by shortened loop regions 

(Thompson & Eisenberg, 1999), by the decreased number of specific amino acids 

at helical ends (e. g., Pro), Cβ-branched amino acids (as Ile, Thr, Val) in the 
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helices of thermophilic proteins (Vieille & Zeikus, 2001, Facchiano et al., 1998). 

Nevertheless, the larger amount of such amino acids in the active site of 

thermostable phosphotriesterase-like lactonase from Geobacillus 

stearothermophilus was observed (Hawwa et al., 2009). Hawwa et al. also 

noticed the advantageous number of prolines at the beginning of the helices, and 

the number of negatively charged residues at the beginning of the enzyme helices, 

and the number of aromatic-aromatic interactions of the overall structure 

(Hawwa et al., 2009). 

It was found, that helices of thermophilic proteins are more stable than 

those of mesophilic counterparts (Facchiano et al., 1998). Overall, thermostable 

enzymes are characterized by increased protein rigidity and by displaying fewer 

internal motions in comparison to their mesophilic homologues (Feller & 

Gerday, 2003, Vieille & Zeikus, 2001). The molecular stability of thermophilic 

and hyperthermophilic enzymes is connected mostly with the temperature of 

growth of the parent organisms (Cowan, 1997).  

2.5. Methods of protein structure determination 

The dry mass of a cell is mostly composed of protein molecules. Their 

location inside of a cell is not random; we now know that nearly every major 

process in a cell is carried out by assemblies of 10 or more protein molecules, 

carrying biological functions. Each of these protein assemblies interacts with 

several other large complexes of proteins. We can observe the entire cell as a  

factory, a cooperative net of large protein machines and smaller molecules, 

realizing organized and challenging works in order to sustain life (Alberts, 1998). 

To understand the molecular function of a protein a three-dimensional structure 

is necessarily needed. There are several developed structural biology methods, 

which are aimed at the visualization of the architecture of macromolecular 

assemblies, and they are invaluable to our understanding and comparing of 

mechanism of a biomolecular function (Nogales, 2015, Alberts, 1998).   

3D-structure are inestimable source of information, which provides: a) the 

shape and the domain structure, b) classification of the proteins, c) prediction of 

function for uncharacterized proteins, d) allosteric modulation and interaction 

with other macromolecules, interactions with small ligands: metal ions, 

nucleotides, substrates, cofactors and inhibitors, e) structural information for 

structure-based drug development, f) evidence for the mechanism of enzymatic 
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reactions, g) evidence for presence and function of posttranslational 

modifications: disulfide bonds, N-glycosylation and etc., h) experimental 

evidence for presence of transmembrane domains. 

The common structure determination process for different methods 

includes several stages: 1) gene cloning, 2) protein purification, 3) sample 

preparing, 4) protein structure identification experiment, 5) structure solution, 6) 

validation and deposition (Rupp, 2010). In silico analysis with the help of 

bioinformatics resources (as ExPASy, ProtParam, ESPript and etc.) should be 

done prior and during the study. 

Since the first structure of protein haemoglobin (Perutz et al., 1968) (PDB 

ID: 2DHB) was determined, and the structural biology has been developed, we 

are able to use several primary methods to determine the protein structure: 

I. Protein X-ray crystallography 

II. Cryo-electron microscopy (cryo-EM) 

III. Nuclear magnetic resonance (NMR) spectroscopy 

IV. Small-angle X-ray and neutron scattering (SAXS and SANS). 

Different information is obtained from the experiment from each of the 

method that is used to solve the structure: X-ray diffraction pattern (for X-ray 

crystallography), distances between close atoms and information on the local 

conformation (for NMR spectroscopy), an image of the overall shape of molecule 

(for electron microscopy). 

Thus each method has it’s advantages and disadvantages. And it should be 

chosen adequately to the characteristic of the protein which is under study and 

addressing to a particular problem. 

2.5.1. X-ray crystallography 

Since 1985 Wilhelm Conrad Röntgen in 1895 discovered X-rays it become 

an indispensable tool for structure discovery. 

X-rays are high energy electromagnetic radiation with the range of the 

wavelength from about 10 to 10 -3 nm. And it is between ultraviolet (UV) and γ-

rays in electromagnetic spectrum. Max von Laue realized that wavelength of the 

X-rays is similar to the spasing of atomic planes in a crystal and this enables to 

the crystal diffracts X-rays and, consequently, obtaining the information about 

atom arrangement in the crystal (Waseda et al., 2011, Suryanarayana & Norton, 

2013). In 1914 he was awarded the Nobel Prizes the discovery of the diffraction 
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of X-rays on a periodic arrangement of particles, crystals. What was the 

contribution to the later work of Sir William Henry Bragg and Sir Lawrence 

Bragg, father and son, rewarded for “their service in analysis of crystals structure 

by means of X-rays”. And the following honours during the last 100 years were 

mostly given to crystallographers (Jaskolski et al., 2014). 

The most numerous atomic structures, which were deposited in the protein 

data bank (PDB, Berman et al., 2003, it was founded in 1971) were determined 

by X-ray crystallography. X-ray crystallography is still the best method for 

accurate and complete crystal structure determination (Zou et al., 2011). 

Determining the structure of proteins and other biomolecules at the atomic level 

is the central issue behind understanding many aspects of biology. X-ray 

crystallography is the best-known method for structural biology, however, it is 

suitable only for samples that can be crystallized (Bai et al., 2013). 

 

2.5.1.1. Protein crystallization principle 

The meaning of the crystallization is in the kinetically controlled phase 

separation in a thermodynamically metastable supersaturated system. The 

process results in the crystal formation. In this case thermodynamic parameters 

(extensive: protein or reagent concentrations and intensive: temperature, pH) can 

be controlled, but there are limited influence and knowledge about the kinetic 

parameters (equilibrium rates, nucleation, reassembly, kinetics of crystal growth) 

(Chayen & Line, 2007). 

Crystallization takes place in a few steps: 1) nucleation, when molecules 

realize the first-order phase transition from a fully disordered state self-assembly 

to an ordered one, periodic three-dimensional array – critical nuclei, 2) crystal 

growth, when periodic three-dimensional array from critical nuclei is build 3) 

cessation of growth (Juárez-Martı́nez et al., 2001, Feher, 1986). The achievement 

of the supersaturated state is the crucial importance challenge, which is required 

to crystallize the protein.  

The crystallization process can be described by the phase diagram (Fig. 5). 

 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/x-ray-crystallography
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Figure 5. Macromolecular crystallization phase diagram.  

The undersaturated and supersaturated zones are segregated by a sharp line 

on the solubility diagram. The line marks the maximum solubility at specific 

concentrations of a precipitant and represents the equilibrium, which exists 

between the free-molecule phase and the solid phase. The others subdivisions 

(metastable and labile zones) by dashed line of the supersaturation zone are more 

uncertain. The crystal will develop from the nuclei in the metastable zone, 

however nucleation here will not occur. In the labile zone is the possibility for 

both events. The final zone is at a very high supersaturation, where the 

precipitation might be most probable. As crystals can be grown from a 

supersaturated solution only, the creation of such a supersaturated solution for 

the protein of interest underlines the issue in growing protein crystals. Adapted 

from (McPherson & Gavira, 2013).  

 

Nucleation 

The understanding of the nucleation process during the crystallization 

process includes the understanding of the intramolecular forces in solution. The 

interactions between the protein molecules includes interactions of amino acid 

residues, carrying charged and uncharged regions, and in solution are affected, 

for example, by screened repulsive Coulomb interactions and attractive van der 

Waals interactions. Additionally to this, protein–ion dispersion forces and 

hydrophobic and hydration forces are also important (Gunton et al., 2007, 

Israelachvili, 2010).  
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At supersaturated conditions, accidental collisions of solute particles lead 

to the formation of critical-size nuclei. It is an unstable cluster, which can then 

become a seed, initiating crystal growth. The critical nucleus is smaller at the 

higher supersaturation and there is the higher probability for nucleation 

(Rosenberger et al., 1996).  

Nucleation energy. During the crystallization process the kinetic barrier 

exists. To achieve the phase separation, nucleation must overcome it. In case of 

homogeneous nucleation, high supersaturation is needed to overcome the free 

energy barrier ∆G n
 # with the help of formation of critical nuclei to which 

additional collisions of other molecules will lead their attaching. At 

heteronucleation a foreign material is introduced. It allows to form a nucleus at 

lower supersaturation with a lower free energy barrier ∆G n
 # (Durbin & Feher, 

1996, Rupp, 2010). 

Entropic contributions. Thermodynamically, entropic contributions drive 

the crystallization process.  

The hydrophobic side chains of protein are liable to the tendency to 

association in polar medium (water) in such a way that a hydrophobic protein 

core is formed. Hydrogen-bonded water molecules form a clathrate cage, 

surrounding hydrophobic residues, that decreases the entropy of the solvent.  

When the protein molecules reorganize, move from the liquid state to form 

the crystal state, these water molecules shall be undergone of rearrangement. 

Thereby, the releasing of ordered water molecules from the hydration shell 

around hydrophobic residues (resulting the fewer molecules need to be ordered) 

is the main force that leads to the folding of a protein. This results in fewer water 

molecules need to be ordered – the gain in the entropy of solvent (∆Ssolvent is 

increasing), and to a decrease in free energy, and a stabilizing of interactions 

results (Gunton et al., 2007, Rupp, 2010).  

The protein self-assembling into crystals requires decreasing of the free 

energy of crystallization, ∆Gcrystallization   (∆Gcrystallization  must be negative).  

The fundamental equation of the free energy of protein crystallization from 

solution (∆Gcrystallization), where is the total entropy change is separated into the 

entropy change of the solute (protein, ∆Sprotein ), that is decreasing and the entropy 

change of the solvent (∆Ssolvent), that is increasing, Eq.2 (Rupp, 2010):  
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Where ∆Gcrystallization is Gibbs free energy of crystallization, ∆H crystallization    

is the standard enthalpy of crystallization; the enthalpy change is weakly negative 

for crystal formation. ∆Sprotein and ∆Ssolvent are entropy contributions. ∆Sprotein is 

the entropy change followed the attachment of the protein molecules to the 

crystal. The next term ∆Sprotein to be negative. In case of ∆Ssolvent is positive, the 

condition for the phase transition is favourable, when it is negative, is favourable 

for the free protein molecules in solution.  

This can explain that targeted surface residue mutation will improve the 

crystallization (Gunton et al., 2007, Rupp, 2010, Shiryayev et al., 2005, 

Derewenda & Vekilov, 2006). 

Crystal growth and its cessation 

It is possible to observe the crystal growth with the help of atomic force 

microscopy (AFM). The two modes of growth exist: a) normal (or crystal face) 

growth and b) tangential, layer growth. The normal growth occurs by initiating 

of new layers or islands, which have step edges. The new molecules can be added 

to them. The tangential growth is an easier process: the new molecules 

continually join the step edges of layers and extends them. 

New steps can be generated by two-dimensional nucleation or by a screw 

dislocation crossing the crystal face. The supersaturation will influence which 

mechanism will be prevailing (Chernov, 2003, McPherson et al., 2003).  

The faster crystals grow, the smaller are their sizes in the end of 

experiment.  

After a certain time, the growth cessation occurs. It can be promoted by 

blocking of favourable growth sites on the surface of a crystal with the impurities 

(Feher, 1986). 

It also can be explained by the the natural disorders of a crystal due to 

increased weakness of bonds between adjacent protein molecules, caused by the 

addition of precipitating salts (Falcón Rodrı́guez et al., 2000). 

 

 

 

Equation 2 

∆Gcrystallization = ∆Hcrystallization – T (∆Sprotein  + ∆Ssolvent) crystallization 
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2.5.1.2. Crystallization techniques 

Numerous crystallization techniques have been developed to crystallize 

proteins. They are schematically represented on Fig.6. The selection of the 

technique depends on the specific purpose: initial screening, growth 

optimization, ease of automation and harvesting.  

 

Figure 6. Schematic representation of common crystallization techniques and 

their result at the end of the experiment: A - hanging-drop vapor - diffusion, B - sitting-

drop vapor - diffusion, C- microbatch under oil, D – microdialysis (picture of glucose 

isomerase is adapted from (S. J. Lee & Cudney, 2004)), E - free-interface diffusion. 

DpcA and DmxA crystals presented for illustration, obtained by A, B and E techniques, 

lysozyme crystals from our laboratory – C and D. Adapted from (Rupp, 2010, Chayen 

& Line, 2007). 

 

The studied macromolecule is in solution at the beginning of all 

crystallization techniques experiments. When the solution is brought into 

supersaturation, the protein comes out of solution and form crystals. The 

concentration of protein in the solute drops when the nuclei is formed, followed 

by the appearing system in the metastable zone, where growth should occur 

without the formation of further nuclei (Chayen, 1998). 

Vapor diffusion techniques. They are the most popular among 

crystallographers and resultful for structure uploading in the protein data bank 

(PDB). The term “diffusion” is applied in the meaning that water molecule 
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transport occurs because of evaporation from the drop to the reservoir solution 

(Bergfors, 2009).  

In the hanging-drop vapor diffusion technique (Fig.6, A), a small aqueous 

drop of protein is placed on the cover slide, and is mixed with the equal amount 

of the crystallization solution from a reservoir. The cover slide is flipped over 

and seals the reservoir or well with the greased rim. We obtain a closed system 

with the twice higher concentration of precipitant in the reservoir than that on the 

cover side. Because of the difference in concentrations, water vapor from the 

hanging drop diffuses into the reservoir, protein and precipitant concentrations 

increase proportionally until equilibrium is reached  (Chayen, 1998, Rupp, 2010). 

The sitting-drop vapor diffusion (Fig.6, B) has the same principle, except 

for the drop support setup geometry. In this case, the drop is placed directly on 

the shelf or post and the system is sealed by tape. The equilibration here proceeds 

at a slower rate than in the similar hanging-drop experiment. 

The method with the drop which is hanging – is good for manual small-

scale setups, while the sitting-drop method is preferred, when the crystallization 

is robotized. There are also other advantages for each of the vapor diffusion 

technique. For hanging-drop application are inherent following benefits: 

reducing crystals sticking to the plastic and, as a consequence, it is easier for 

crystal harvesting. While for sitting-dop vapor diffusion are beneficial due to it’s 

higher mechanical stability and temperature change resistance, easier for carrying 

out seeding, using in automation and application in high-throughput screening 

(HTS) and it is without the consequences of the low surface tension (Chayen, 

1998, Bergfors, 2009, Rupp, 2010). 

The speed, simplicity, small amount of sample and plenty of different 

plates and consumables on the market – are the common advantages over the rest 

of the techniques, and put vapor diffusion in the first line of choice (Bergfors, 

2009, Rupp, 2010). 

Microbatch crystallization under oil. This technique has been used for 

many years and it is also adapted for robotization. In batch crystallization (Fig.6, 

C) protein and precipitant are mixed together in order to obtain a supersaturated 

protein solution. The drop is dispensed on the bottom of the microplate well, 

which is covered by the surface of the oil (water-impermeable: paraffin, water – 

permeable: silicone, oils mixture), that acts as a barrier between the reservoir and 



31 

 

the crystallization drop. During the incubation water vapor diffuses slowly 

through the layer of oil. The type of oil, its thickness and the presence of alcohols, 

detergents, lipids (substances that can diffuse into oil) will influence the rate of 

vapor diffusion and consequently the speed of crystallization (Chayen, 1997, 

Rupp, 2010, D'Arcy et al., 1996, Rayment, 2002, Chayen, 1998). 

Dialysis. Microdialysis is the technique (Fig.6, D) (Lagerkvist et al., 1972, 

Zeppezauer et al., 1968), where the sample is placed in the plastic chamber 

(button) and is sealed with the semi-permeable membrane that is held by a 

secured O-ring. This blocks protein (and high molecular PEGs), but let to 

penetrate to small molecules (like salts, ligands and other compounds smaller 

than the size of the pores of a dialysis membrane), and the protein slowly reaches 

the equilibrium with the precipitant solutions. The obtaining crystal by the use of 

a salting-out scenario is more often, where high concentrations of salt or other 

small membrane-permeable compounds decrease the protein solubility. 

Exceptional salting – in a scenario to remove solutes is used, where dialysis 

against distilled water takes place.  

The advantage is that the button with the protein can be exposed to different 

precipitants, while consuming a large amount of the protein is a disadvantage. 

The technique is more preferable for growing large crystals (Rupp, 2010, Luft et 

al., 2014).  

Free-interface diffusion. The basic idea of the free-interface diffusion 

(Salemme, 1972) is to provide the contact of precipitant with the protein without 

premixing in a glass capillary (Fig.6, E). The higher density solution (usually 

precipitant) is placed beneath the lower density solution (usually protein) and the 

capillary is held vertically. The liquids will equilibrate against each other freely, 

by diffusion only. The high supersaturation region, suitable for nucleation, will 

be observed at the point of contact of liquids from the start. Within the time of 

the experiment, the gradient will become smoothed with the lower 

supersaturation and become more feasible for the controlled growth. It is 

designed for a single-nucleation event at a height supersaturation.  

The extension of the free-interface diffusion method is counter-diffusion 

that takes advantage of the difference in the diffusion speed between protein and 

small molecules, and looks for numerous events of precipitation. The process is 

driven by diffusive mass transport: as the precipitating agent at a very high 
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concentration, (salt), will move like a “wave” into the protein solution, while the 

protein molecules, stay at the same place, because of their slower diffusion as 

they are much larger. The convective mixing must be limited by the microgravity, 

gels, internal diameter of the capillary (equal or narrower to 0.2 mm). That 

endorses variations of the technique, adding low-melting agarose (Biertümpfel et 

al., 2002),  and using microfluidics chips (Dhouib et al., 2009). The drawback of 

the technique is the consuming of a larger amount of the sample, and the expenses 

of the chips  (García-Ruiz, 2003, Bergfors, 2009, Luft et al., 2014, Otalora et al., 

2009, Rupp, 2010, Moreno et al., 1999)  

The change in the technique can affect the vapor-phase equilibration, 

respectfully the outcome. 

 

2.5.1.3. Growing derivative crystals 

It is needed to obtain the derivatives for phase determination and for 

studying protein-ligand interactions. It can be possible by: a) co-crystallization 

of a protein and ligand, and b) soaking of the protein crystals in mother-liquor 

solution that contains ligand. The co-crystallization method is directed to produce 

the crystal complexes of proteins with large ligands (such as nucleic acids or 

other proteins). For the smaller molecules soaking can be used, by diffusion of 

ligands to the active sites through channels of water in the crystal. Soaking is 

more favourable for the crystallographer for the comparison of a pure protein 

structure with that of a complex of protein-ligand (Rhodes, 2006).  

Another possibility – to produce selenomethionine derivatives by gene 

expression and purification of the protein with incorporated selenomethionine 

instead of methionine residues. 

For metalloproteins the phasing is possible due to their introduced heavy-

atom compounds. For example, haemoglobin containing iron (II) ions that can be 

used for the obtaining of phase information (Rhodes, 2006).   

 

2.5.1.4. Crystallization screening and optimization strategy 

Almost all crystallization experiments start from the screening of the initial 

condition of crystallization. There are numerous of companies commercially 

providing crystallization screens, which are used for trials, unless the researcher 

uses home-made prepared stock solutions as well.    
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It has been estimated that for the number of proteins for 288 trials there 

exists a high probability of finding successful crystallization hit condition (Rupp, 

2010).  

It is a highly rare outcome when a good diffraction crystal is at once 

obtained. Observed crystalline precipitate, phase separations and small crystals 

are worth pushing. After the carried out initial crystallization screening 

experiments where the main parameters were determined, the optimization is 

following (Chayen & Saridakis, 2008). 

To obtain high quality diffraction data good crystal is needed exceptionally. 

For this reason, few methods can be applied: 1) fine-tuning-is variation of 

chemical parameters (protein or precipitant concentration, pH, and 

protein/precipitant) and physical parameters (temperature, vibration) of initial 

crystallization hit condition (Fig. 7); 2) using additives (commercially available 

screen of 96); 3) performing seeding.   

Different tricks are also used by scientists to optimize crystals: using cross-

crystallization method (Tomcová et al., 2006) and to obtain protein crystals: 

crystallization in pores, that is effective in the inducing of nucleation (Chayen et 

al., 2001, Nanev et al., 2017). 

 

 

Figure 7. An example of the result of DpcA enzyme optimization. The protein 

used at the same concentration. 1. 0.2 M Calcium chloride dihydrate, 0.1 M Sodium 

acetate trihydrate  pH 4.6, 20% v/v 2-Propanol (prot/prec=1/1); 2. Changed cocktail 

composition: 0.2 M Ammonium acetate, 0.1 M Sodium acetate trihydrate, pH 4.6, 30% 

w/v Polyethylene glycol 4,000 (prot/prec=1/1); 3. Increased pH, added additive, protein 

to precipitant ratio: 0.2 M ammonium acetate, 30% (w/v) PEG 4.000 and 0.1 M sodium 

acetate trihydrate pH 5.88, (prot/prec=2/1). 
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Figure 8. The optimization results of two batches of DmxA, purified in 0.5 mM 

Tris-HCl buffer (pH 7.5). Experiment is performed by counter diffusion with two 

additives from Hampton research (1,3- sarcosine; 2,4,5,6- L-proline). Better crystal 

formation is observed in the cases of 1 and 3 with the addition of 0.1M sarcosine. 

 

2.5.1.5. The protein crystal structure determination  

2.5.1.5.1. Crystal and its properties 

The crystal with its symmetry is a “nucleus” of a crystallography. Since the 

18th century, it has been the assumption that the form of a crystal symmetry is the 

expression of the regularity of the internal organization.  

The protein crystal is an ordered 3D arrangement of molecules that are held 

by weak noncovalent interactions (Fig 9). The simplest and identical repeating 

building blocks that constitute the crystal are referred to as its unit cells (Rhodes, 

2006). In three dimensions, a unit cell is characterized by length of basis vectors 

(a, b and c) and by three angles between them (α, β and γ). The angle α lays 

between the basis vectors a and b, β is between a and c, and vectors a and b 

enclose angle γ (Massa, 2000, Rupp, 2010). In regard to the symmetry in protein 
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crystallography it is possible to apply three operations to the structure that is the 

rotation, translation and screw axes (combination of the first two).  

The lattice of the structure – is the array of identical points (equivalent to 

each other by translation symmetry). In each unit cell is contained the equivalent 

of one lattice point (one repeat unit). When the operations to symmetry 

(symmetry of the space group) is applied and the smallest portion of a crystal 

structure can generate the whole crystal – we speak about the asymmetric unit 

(Valvoda et al., 1992).   

Only the atoms coordinate in the asymmetric unit are deposited in the 

various crystallographic databases. The generation of the remainder of the 

contents of the unit cell is set of operations which depend on Space Group 

(Prince, 2004). 

The internal symmetry of the unit cell and its content is described by its 

space group. Space groups belong to seven crystal systems: triclinic, monoclinic, 

orthorhombic, trigonal, tetragonal, hexagonal and cubic. There are 230 possible 

space groups existing and in 65 among them can be exploited by biological 

macromolecules, because of their chirality (Hejátko & Hakoshima, 2018). The 

knowledge of the space group and dimensions of the unit cell are essential for the 

interpretation of the diffraction data (Rhodes, 2010) 

To define the position of atoms in the crystal structure, the information 

about the unit cell, asymmetric unit and the space group is needed (Rhodes, 

2006). 

 

 

Figure 9. Relationship between an asymmetric unit, unit cell and a whole 

crystal. The asymmetric unit is represented by HLD. Transformed from (Rupp, 2010). 
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Important properties of the protein crystal are mentioned below: 

a. Protein crystals are highly fragile in comparison to inorganic crystals 

and are easily crushed by gentle pressure (e.g. a needle crash test). 

b. Is coloured by the Izit dye (Hampton Research, CA, USA) that will 

penetrate the solvent channels of the protein crystals. It will also have 

weak birefringent under cross polarizers. 

c.  Real macroscopic crystals are not perfect. They posses mosaicity, 

mutual misorientation of smaller domain crystal. Arrays of crystal are 

unevenly aligned with each other, the reflections that come up from the 

crystal are cone-shaped, because of this they must be measured over a 

small angular range, but not at a single angle. 

d. Different forms of crystals vary in diffraction quality, in how easily they 

will be reproduced or grown, but the diffraction quality is the most 

important criterion. 

e. Molecular structure of the protein is not altered by crystallization 

(conclusion is resulted from the structures from different types of 

crystals) (Rhodes, 2006). 

f. The solvent content in the crystal is from 27% to 65%, with an average 

of 43% (Matthews, 1968). Water molecules, occupying sites inside 

crystallized biological macromolecules or at their surface, play an 

important role in their functional and structural properties (Vuister et al., 

1991). 

g. Some enzymes retain their activity in the form of crystal (Rhodes, 2006). 

 

2.5.1.5.2. X-ray data collection  

When the crystal is obtained (Fig. 10, 1), it has to be fished out and prepared 

for the diffraction experiment on the synchrotron or in-house diffraction source. 

Cryo flash freezing in liquid nitrogen is needed. In most cases, different 

cryoprotectants are used to test on the crystal (glycerol, ethylene glycol, 

propylene glycol, PEG 400, MPD, sucrose and others). After the suitable 

cryoprotectant is found, the crystal is frozen and is kept on a loop in a vial in 

Dewar with liquid nitrogen. Than a Dewar container, filled with pucks of vials 

with crystals is taken on the synchrotron (Fig.10, 2). The vials are transferred to 

the local container with the liquid nitrogen and one by one are examined. 
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Carefully and quickly the loop with a crystal is mounted onto a goniometer 

(Fig.10, 4.A) that is between an X-ray source and X-ray detector (Fig. 10, 3-5). 

The goniometer is placed on the gonistat, all together; the system provides precise 

automatic rotation of the crystal with respect to the X - ray beam and the detector, 

which in its turn changes the position with respect to X-ray beam. The stream of 

nitrogen gas is directed on the crystal to prevent crystal radiation damage and 

decrease the propagation of free radicals. 

 

Figure 10. Crystal preparation for acquiring diffraction data. 1. Protein crystal of 

DpcA is in the crystallization drop. 2. Containers with the liquid nitrogen on the 

synchrotron, where the vials in pucks are kept during the experiment. 3. BESSY (HZB, 

Berlin, MX BL14.1 (Mueller et al., 2012)). Pilatus 6M pixel-detector (DECTRIS, 

Switzerland) enabling rapid data collection and CATS sample changer robot (IRELEC, 

France) are shown. 4. A loop with the crystal is placed on the goniometer head Mini-

Kappa (Arinax, France) (A) and is tested by the beamline via microdiffractometer MD2 

(B), the crystal is seen in through the camera. X-fluorescence detector (C) can be 

additionally used (for the determination of the presence of chemical elements of interest 

in the sample). The crystal is under the cryostream (D) continually. To prevent the 

excessive radiation the direct beam is blocked by the beamstop (E). 5. The frozen crystal 

before the start of the experiment, camera view. 6. Resulted diffraction image. Photos 

are prepared by K. Doleželová. 

 

X-ray beam leaving the collimator are reduced by the focusing mirrors (a 

system of metal plates), and directed at the crystal to irradiate it (Rhodes, 2006). 

The X-rays are scattered by the electrons of the atoms in the crystal and the 
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reflections are recorded on the detector area, displaying the image with black 

spots (Fig. 10.6). The spots of the reflections have different intensities. The 

darker the reflection, the greater the intensity, which is the measure of the 

strength of the beam that diffracted and produced the spot. The reflection position 

in its turn can provide the direction in which the particular beam was diffracted 

by the crystal. The data collection results are a set of diffraction images that 

contain the information of the intensities for each single reflection and its 

position, which includes the information on the molecular arrangement of atoms 

in protein crystal. Such diffraction images (frames of data) are captured within 

each rotation of a crystal through a 0.1º-1.5º angle (Rupp, 2010, Rhodes, 2006). 

The particle storage rings, as a synchrotron radiation source, are associated 

with the accelerators of the particles (Rhodes, 2006). Their concept is complex, 

Vladimir Veksler (Veksler, 1945) in the USSR, and Edwin McMillan (McMillan, 

1945) in the USA, proposed, independently, the design of the synchrotron.  

A spin-polarized beam, which is produced by a particle source, is injected 

into a linear accelerator (linac). The electron bunches are accelerated there to be 

then transferred to a booster synchrotron, which is intended to overcome the 

energy gap between the linac and followed by the main ring (Mane et al., 2005). 

In the storage rings, electrons or positrons circulate at velocities approaching the 

speed of light under an ultra-high vacuum. The circular path of electrons is 

maintained by powerful bending magnets, which are one of the synchrotron light 

sources. X-rays are emitted, when an electron moves in a curved motion passing 

through a magnetic field. Additionally, wiggler and undulator magnets are 

sources of the generation of radiation and control the beam parameters of emitted 

photons  (Brown et al., 1983, Vinokurov & Levichev, 2015, Rhodes, 2006, 

Diener et al., 2019, Mobilio et al., 2014). Finally, the radiation at the beamline 

can be used for various experiments. During the experiment the scientists are 

outside of the experimental hutch, and with the help of computer software, 

change the crystal and it’s orientation and position of the crystal to an X-ray 

beam, as well as other parameters, and decide on the strategy for data collection 

in order to obtain diffraction images, process the data (Fig. 10.6). 
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2.5.1.5.3. X-ray scattering, Bragg’s Law and the phase problem 

The electrons of an atom, surrounding its nucleus, form an electron cloud 

that scatter X-rays. The photons of the X-ray travel as an electromagnetic wave 

and when they hit electrons, they cause electron oscillations coherent with 

impacting photons. The electrons emit waves that have an identical frequency 

and in fixed phase relation to others, which will result in their superimposed 

scattered wave.  

Concerning the scattering of all of the electrons of the atom, the scattered 

wave amplitude emanating from an atom depends on the electron distribution in 

a given position and is described by electron density. This enables the calculation 

of the atomic scattering factor. However, there is a phase difference between the 

partial waves that are emitted from the electrons of atoms in the “back” from 

those in the “front”, when the photon electric field hits all of the electrons in an 

atom. This difference results in backward scattering weakening (Rupp, 2010). 

The obtained diffraction spots were interpreted by William Henry Bragg 

(Bragg & Bragg, 1913) and interpreted as being due to the X-ray reflection of 

atoms on planes (Fig. 11). And crystal diffraction can occur when Bragg’s Law 

is satisfied: 

 

 

Figure 11. Schematic representation of the incoming incident beam (violet colour) 

and scattered (dark red) scattered X-rays on the electrons of atoms (blue dots) arranged 

in a crystal on atomic planes (grey). Where 𝑑 is the distance between parallel planes, 𝜃 

is the angle between incident (scattered) wave and a plane, 𝜆 is wavelength of the 

incident X-ray, 𝑛 is an integer, and 2𝑑sin𝜃 is the path difference between waves. And 

the angle of incident have to be equal to angle of diffraction 𝜃=𝜃 (Rupp, 2010). 
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Thus, the radiation that is emitted by the unit cell is the summation of the 

waves of all atoms scattering from the unit cell (Rupp, 2010). The reflections 

obtained on the detector can be described by a structure factor (Fhkl), and it can 

be transformed to the electron density by Fourier summation (Rhodes, 2006). 

In the diffraction experiment, as was mentioned above, we obtain the 

measured intensities of waves scattered from the crystal planes and they are 

designated by lattice indices or Miller indices (hkl). They specify how many 

numbers of planes exist per unit cell in x, y, z directions, respectfully (Rupp, 2010, 

Taylor, 2003). The intensity of (hkl) reflection (Ihkl) is proportional to square 

modulus |Fhkl|
2. Correspondingly, this enables the determination of the structure 

factors absolute value |Fhkl| experimentally, if taking the square root of the 

reflection intensity (Ihkl)
1/2, measured on the detector. As the structure factor (Fhkl) 

is the complex number |Fhkl|e
iφ, where |Fhkl| is the structure factor amplitude and 

φ(hkl) is the phase angle between the diffracted waves, then we know Ihkl from 

the diffraction data, and we know structure factor (Fhkl), however the information 

on the φ(hkl) is lost (Atkins & De Paula, 2006, Rhodes, 2006, Rupp, 2010).  

The desired electron density distribution (ρ (x, y, z), electron density map) 

per unit cell volume (V) provides the opportunity to obtain the atomic coordinates 

(x, y, z) in the studied molecule of a protein. And mathematically, its relationship 

with the structure factor expressed through Fourier transformation (Rupp, 2010, 

Rhodes, 2006): 

 

 

 

2.5.1.5.4. Structure solution 

There are several techniques for solving the phase problem: the direct 

method, molecular replacement, isomorphous replacement, and anomalous 

dispersion. 

Direct method 

The direct reconstruction of the mathematical relationship between the 

structure factors and the phase information is used to obtain the missing 

component (phases) as they are obtained from the observed diffraction pattern. 
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The calculation method is the following: firstly, choosing phases for a few strong 

reflections. Then phases for other reflections with the help of the phase 

relationships among the strong reflections are calculated. The electron density 

can be determined and explained, when the sufficient phases have been 

calculated (Cowtan, 2001). 

This method requires high resolution data (<1.2 Å) and is limited to about 

1,000 atoms of protein (Taylor, 2003).  

Molecular replacement (MR) 

This is the most frequently used method, when the phases from structural 

factors of a homology model are available to estimate the phases of a new protein 

(Atkins & De Paula, 2006). The sequence identity should be >25% and the r.m.s. 

deviation between the α C atoms of the model and the final structure should be  

<2.0 Å (Taylor, 2003). 

Isomorphous replacement (IR) 

The structure of haemoglobin was determined by using this method (Green 

et al., 1954), and until the mid-1990s it played the main role in structure 

determination. For the successful application of this method, the diffraction data 

from the native protein crystal are required within the data of diffraction, obtained 

from the crystal, in which the heavy atom was introduced. For this purpose, heavy 

atoms by crystal soaking or co-crystallization are incorporated in the molecular 

structure without the change of the crystal’s unit-cell parameters or orientation 

of the protein in the cell (Sanderson & Skelly, 2007). In the case of a single heavy 

atom derivative, the method is referenced to SIR; for multiple – MIR. 

Determining the position localizations of the extra atoms and the scattering 

from them can be calculated both in magnitude and in phase. The structure factors 

from the measured diffraction patterns of the native crystal, |FP|, and that of the 

derivative, |FPH|, are compared and the isomorphous difference, |FH|, is estimated: 

|FH|     |FPH| −|FP| (Sanderson & Skelly, 2007, Crick & Magdoff, 1956, Taylor, 

2003, Cowtan, 2001). 

Anomalous dispersion, single and multiple (SAD and MAD) 

This method uses the advantage heavy atoms have to absorb the X-ray at 

the specific wavelength, “absorption edges”. Atoms such as carbon, nitrogen and 

oxygen do not contribute to anomalous scattering, thus mutated seleno-

methionine instead of methionines, or metal-containing proteins, or soaking of 
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heavy atoms into a protein sequence enable to use anomalous scattering (Rhodes, 

2006). This anomalous scattering (or anomalous dispersion) breaks Friedel’s 

Law:  |F(hkl)| ≠ |F- (hkl)|, which let to indicate the anomalous scatterers, while 

using the dispersive difference between the data recorded at different wavelength 

(Rhodes, 2006, Rupp, 2010, Taylor, 2003). 

A single wavelength use is referred for SAD,  while for MAD, the data are 

collected at several wavelengths (usually three) to maximize the absorption and 

dispersive effects (Taylor, 2003).   

Single and multiple isomorphous replacement with anomalous 

scattering (SIRAS and MIRAS) 

For this method, the combination of IR with anomalous dispersion is 

inherent. 

Firstly, the data with the native crystal are collected with the denoting of 

|FP| for each of the reflections is followed by determination of the heavy atom-

derivative, and then the second data collection happens also at the same 

wavelength. Obtaining of |FPH|. The third data collection – is at another 

wavelength for the maximization of anomalous scattering (Rhodes, 2006). 

 

2.5.1.5.5. Structure refinement, validation and deposition 

This is the last stage of the structure determination, while adjusting 

parameters that describe the structure (for example, positions of atoms). By 

iteration of cycles of model building and calculation of a map, it is intended to 

give the best fit between the observed intensities and the calculated from the 

model structure that was deduced from the diffraction pattern (Atkins & De 

Paula, 2006).  

The very final stage of the research on such a problem is the deposition of 

the atomic coordinates and structure factors, and the publication of the pertinent 

paper (Wlodawer et al., 2013). 

 

2.5.1.5.6. Perspectives 

The synchrotron beamlines are continuously developing and improving, 

applying new devices and software. The implementation of microfocus 

beamlines and ultrabrilliant femtosecond X-ray pulses of X-ray free-electron 

lasers (XFELs) raise new challenges in structure determination. XFEL requires 
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an electron beam with a high energy that will be obtained from the path through 

an extremely long wiggler (Rupp, 2010) and for microcrystallography this allows 

the collection of data without radiation damage (Yamamoto et al., 2017). 

 

2.5.2. NMR spectroscopy 

Since the 1940’s, when physical chemists (Isidor Rabi and Felix Bloch with 

Edward Mills Purcell) invented NMR spectroscopy for studying the properties 

of atomic nuclei, the method became useful in determining the molecular 

structure of organic compounds and protein molecules. 

The spectroscopy field is associated with the interaction between 

electromagnetic radiation and matter. NMR is based on the conception of nuclear 

spin which can applied to atomic nuclei such as 1H, 13C, 15N, 19F and 13P, which 

possess an overall spin. This spin induces the nuclei adoption of preferred 

orientation in an electromagnetic field. The nuclear spins can change the 

orientation under influence of the electromagnetic radiation in the radio-

frequency range and each orientation has a different energy (de Graaf, 2013). 

Transitions between states with certain energies are permitted according to the 

postulates of quantum mechanics and, when we apply pulses of electromagnetic 

radiation at frequencies that precisely match these energy gaps, we are able to 

observe transitions that give rise to NMR signals. Nuclei in different chemical 

environments (e.g. the different 1H nuclei in a protein) will resonate at different 

frequencies and a plot of intensity against resonance frequency is known as a 1D 

NMR spectrum. 

Resonance frequencies are typically reported as “chemical shifts” in units 

of p.p.m., which corrects for the fact that the raw frequencies (usually in units of 

MHz) scale with the size of the magnet (Kwan et al., 2011) 
1H or proton NMR spectroscopy was the first established technique for 

determining the structure of small molecules, up to 100. With the increasing 

number of residues appear the resonance overlap and the line width problem that 

cause limitations for this technique. It becomes possible to overcome the issues 

after the introduced pulsed NMR, combined with Fourier transformation (Ernst 

et al., 1987). This one-dimensional NMR shows signals for each hydrogen atom. 

The next step, that expanded the opportunities – the establishment of a second 

frequency dimension in NMR spectroscopy – 15N-labelled heteronuclear single-
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quantum coherence (HSQC) spectrum, that detects chemical shifts and coupling 

of nuclei (1H - 15N or 1H - 13C) (Jeener et al., 1979); and additionally of three- 

and four-dimensional NMR, using isotopic labelling of the protein by most 

commonly 1H, 13C, 15N  (Oschkinat et al., 1988, Vuister et al., 1991) (Bax & 

Grzesiek, 1993). 

NMR spectroscopy study structural models of proteins in near 

physiological conditions and is suitable for defining flexible parts of proteins and 

their possible conformation. NMR is applicable for protein dynamics, kinetics 

and thermodynamics. However, the atomic structure determination has a 

limitation for the proteins, containing no more, than approximately 300 amino 

acids (and about 25 kDa). It is connected with the losses of sensitivity (due to 

NMR relaxation) and increasing of spectral complexity in large proteins  

(Rhodes, 2006). 

The advantage of NMR spectroscopy (Fig. 12) is the determination of the 

structure of the protein in solution and defining flexible parts of proteins and their 

possible conformation. The disadvantage is requiring large amounts of material 

and in addition, the stability of studied protein at room temperature under a rather 

lengthy period for data acquisition. 

However, NMR analysis is applied to protein domains, which tend to be 

small enough for this technique and stable structures can be obtained (Lodish et 

al., 2007).  
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Figure 12. A. Institute of Organic Chemistry and Biochemistry of the CAS, 

Prague. Magnet: Bruker superconducting 850 MHz, Ascend™, console: Avance III HD 

850. B. The sample of DmxA enzyme in the glass tube. Pictures prepared by K. 

Doleželova. 

 

2.5.3. Cryo-electron microscopy 

At the period of the development of various phasing methods applied to X-

ray crystallography to uncover the lost phase information in electron diffraction, 

a new method of reconstruction of 3D objects from a set of images obtained from 

electron microscope was introduced by DeRosier and Klug in 1968 (De Rosier 

& Klug, 1968). The 3D reconstruction method is based on the extracted 

information from Fourier transform from images that contain both: phase and 

amplitude information presented in electron microscopy (EM) by digitized image 

processing. They compared the 3D reconstruction method with the structure 

analysis method in X-ray diffraction and concluded, that the difference is in a 

phase (Zou et al., 2011). The phase together with the amplitudes of Fourier 

components are preserved and by the help of focusing of the diffracted electron 

beam into an image allows the reconstruction of 3D structure, while the phase 

problem exists during the recording of the X-ray diffraction data (De Rosier & 
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Klug, 1968). The method brought with it the opportunity to obtain hundreds of 

macromolecular structures. 

Later, Richard Henderson discovered the structure of bacteriorhodopsin 

(Henderson et al., 1990) (PDB ID:1BRD), the first protein structure solved with 

the new method at atomic resolution, which was implemented with the help of 

flash- freezing (vitrification) technology by Jacques Dubochet (J. & A.W., 1981), 

allowing to molecules to retain their natural shape during imaging. The molecular 

structure obtaining was thankfully to the algorithms and image-processing 

software, which was developed by Joachim Frank (Frank, 1975, Penczek et al., 

1994, Nogales, 2015).  

The structural information from transmission electron microscopy can be 

obtained from the level of cells to the macromolecules of the biological 

specimens. The resolution of the obtained data from the EM depends on the 

sample, the method it was prepared, technical specifications of the devices used 

for the experiment, parameters of the imaging (Thompson et al., 2016).  

Currently there are several ways of obtaining 3D structural information 

from the collected 2D EM data: 

a) electron tomography (with or without subtomogram averaging) (Briggs, 

2013, Lucic et al., 2005) – for “unique” assemblies (organelles and cells),  

b) single particle analysis (Cheng et al., 2015) – for purified, 

“homogenous” protein complexes (Ex. ribosome (Bai et al., 2013)),  

c) helical reconstruction (Egelman, 2015) – for protein assemblies with 

helical symmetry,  

d) ED crystallography (Schenk et al., 2013, Arheit et al., 2013) – from 2D 

crystals of proteins, significantly smaller than 150 kDa that form ordered 2D 

arrays (such as bacteriorhodopsin) or the so-called Micro-ED (micro-crystal 

electron diffraction) from sufficiently thin 3D crystals of proteins or small 

molecules. 

The structure determination begins from the appliance of the purified 

protein on the grid. Then the sample is plunged in liquid ethane (around 

−180 °C), flash-freezing, creating a thin layer of vitreous ice that ideally contains 

identical copies of the protein particles in different orientations. The sample is 

transferred to the electron microscope for imaging and data collection. The 

microscope column is kept under high vacuum, because of the strong interaction 



47 

 

of electrons with matter, the sample must be imaged in a solid state. The obtained 

2D electron micrographs of protein particles, embedded in vitreous ice, are then 

selected by hand or by automated algorithms, and aligned and averaged (Milne 

et al., 2013, Carroni & Saibil, 2016).  

The method includes the following steps (Fig.13): 

 

Figure 13. Steps of 3D structure determination by cryo-electron microscopy. 

Transformed from references: (Thompson et al., 2016, Dubochet et al., 1988, Grassucci 

et al., 2007, Cheng et al., 2015, Murata & Wolf, 2018) 

 

Cryo-electron microscopy single particle analysis (cryo-EM SPA) is 

suitable for investigation: dynamic biological process (investigate a broad 

spectrum of drug-target interactions and dynamic conformational states), protein 

structures that are difficult to solve using other methods, protein complexes, large 

virus assemblies and aggregates. 

In some cases, it is difficult to obtain 3D crystals large enough for X-ray 

diffraction of macromolecular structures however such 2D crystals are suitable 

for single-particle reconstruction EM and ED (Zou et al., 2011).  

 

2.6. SAXS 

Small-angle X-ray scattering (SAXS) is a biophysical method for studying 

the structural transitions of biological macromolecules in solution, their overall 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/macromolecule
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shape and the structural properties of materials at the nanoscale and for 

the quantitative analysis of flexible systems, including proteins, which are 

intrinsically disordered. The proteins and complexes in broad molecular size 

range (from few kDa up to GDa) can be used for the study and under different 

experimental conditions varying from the extreme to the nearly native (Kikhney 

& Svergun, 2015, Blanchet & Svergun, 2013). 

The combination of results obtained from SAXS with the data of the other 

structural information provides an insight into conformation of a protein in 

solution (Tsutakawa et al., 2007). 

It is needed from 10 to 100 µl of sample per measurement (total of 1–2 mg 

of purified protein including an obligatory measurement of concentration series  

(e.g. 1, 2, 5 and 10 mg/ml). The SAXS experiment includes following steps: a 

quartz capillary is filled in with the sample solution of particles and it is 

illuminated by a collimated monochromatic X-ray beam. This results the 

recorded intensity of the scattered X-rays by an X-ray detector. The intensity of 

the pure solvent is collected as well and then it is used for the substraction from 

the sample. The signal from the particles of interest is only left. The outcoming 

pattern of the scattering is related to the overall shape and size of the studied 

particles (Kikhney & Svergun, 2015).  

 

2.7.Cross-linked enzyme crystals and their activity 

The development of highly active and stable biocatalysts is often a key 

parameter in the technological process (Burton et al., 2002). The development of 

the stabilized enzymes without diminishing and diluting their activity plays a 

highly important issue for their use as industrial catalysts (Govardhan, 1999).  

There are few methods to immobilize the enzymes: 

a) Cross-linking of the protein using a bifunctional reagent (such as 

glutaraldehyde). 

b) Enzyme adsorption onto an inert carrier. 

c) Immobilization in a polymerized gel (synthetic and non-synthetic). 

d) A reactive insoluble support is used to which the enzyme is bound 

covalently (Norouzian, 2003). 

Enzymes are well-known tools for achieving industrially important 

chemical reaction in region-, strereo- and chemoselective ways (Jegan Roy & 

https://www.sciencedirect.com/topics/medicine-and-dentistry/quantitative-analysis
https://www.sciencedirect.com/topics/medicine-and-dentistry/intrinsically-disordered-proteins
https://www.sciencedirect.com/topics/medicine-and-dentistry/silicon-dioxide
https://www.sciencedirect.com/topics/agricultural-and-biological-sciences/capillary
https://www.sciencedirect.com/topics/medicine-and-dentistry/x-ray-detector
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Emilia Abraham, 2004). There is a need of using enzymes with the extended 

stability under harsh conditions: enchanced pH stability, in an organic solvent 

environment, at elevated (or low) temperatures, and improved activity for various 

industrial applications (Jegan Roy & Emilia Abraham, 2004). 

Cross-linking crystals (CLECs) is a technology that corresponds to these 

requirements. CLECs are extremely stable, not only with respect to temperature, 

but also to other inactivating agents like organic solvents. CLEC are also highly 

resistant to proteolysis. The specific activity for CLEC is significantly higher in 

comparison to immobilized enzymes, however, activity can be severely restricted 

by the substrate size exclusion and low molecular flexibility of the enzyme 

(Illanes, 1999, Noritomi et al., 1998, Khalaf et al., 1996, Govardhan, 1999). 

The first data have shown that crystals can exhibit catalytic activity without 

disruption of the lattice reported on the histidyl residues in myoglobin and the 

tyrosyl residues in haemoglobin. It was shown that the enzymes ribonuclease-S 

and chymotrypsin, carboxypeptidase-A are catalytically active in the crystalline 

state 1960th (Quiocho & Richards, 1964). The first CLECs were obtained for 

thermolysin (Persichetti et al., 1995). Concerning the HLDs, none of CLEC was 

previously mentioned, except of obtained immobilized enzyme LinB from 

Sphingobium japonicum UT26 (Stepankova, Bidmanova, et al., 2013). Other 

examples of cross-linked enzymes are: lipase from Burkholderia cepacia (Rajan 

& Emilia Abraham, 2008), laccase from Trametes versicolor as a biosensor for 

the determination of phenols (Roy et al., 2005)  and other enzymes. 

Hight specific activity is one of the most essential characteristics of a 

synthetically useful biocatalyst. The enzymatic activity in the crystalline state is 

controlled by the size of the crystal, size of the substrate and conformation of the 

enzyme (Margolin, 1996). The process requires extensive optimization in order 

to ensure high activity and stability.  

New industrial processes can be based on the fact that a new interesting 

enzyme is available, or the desired products are identified, after this the selection 

of a biocatalyst that permits conversion of available reactants is following. Such 

an enzyme might be available commercially, or it might have been described in 

the literature (Arnold, 2001). Nowadays the interest of CLECs technology is 

raising broadening the scope of biocatalysis.  
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3.1. Crystallization 

For the first crystallization trials DpcA from Psychrobacter cryohalolentis 

K5 and DmxA from Marinobacter ELB17 were purified and dialyzed over 50 

mM phosphate buffer (pH 7.5). The enzymes were prepared at concentrations: 

DpcA of 12.71 mg ml-1, DmxA of 12.71 mg ml- 1. Searching for crystallization 

conditions that are suitable for the crystal growth of DpcA and DmxA proteins 

was started with an application of the crystallization conditions previously 

reported for DhaA (Stsiapanava, et al., 2011). Crystallization drops were 

performed manually by sitting-drop vapor diffusion (Ducruix & Giegé, 1999) 

with the different volume protein-to-precipitant ratios (1/1, 1/2, 1/3, 2/1, 

respectfully) with the commercially available crystallization screens: Crystal 

Screen and Crystal Screen 2 (Hampton Research, Aliso Viejo, California, USA), 

several screens from JBScreen Classic (Jena Bioscience, Jena, Germany). 

However, the experiments resulted few crystals, that were confirmed as crystals 

of salt by diffraction on the laboratory diffractometer Nonius FR 591 equipped 

with a detector MarReserch 345 at the temperature 120 K (Prague, IOCB). 

Subsequenty purified enzymes DpcA and DmxA in 50 mM Tris–HCl 

buffer pH 7.5 at a concentration of 10 mg ml-1 were used for futher crystallization 

screening by sitting-drop vapor-diffusion technique (Ducruix & Giegé, 1999) in 

CombiClover crystallization plates (Emerald BioSystems, Bainbridge Island, 

USA Combi Clover crystallization plate, Emerald Biostructures) with the screens 

as mentioned above and additionally with MD-2 (Molecular Dimensions Ltd, 

Suffolk, England) and counterdiffusion screening kits (Granada Crystallization 

Box (GCB), 24 conditions and PEG screening; Triana Science and Technology, 

Granada, Spain). Drops contained the same ratios as in the previous experiments. 

Experiments were set up at 277, 285, 293 and 298 K. 

The crystallization conditions of DpcA and DmxA were further optimized 

using varying compound concentrations, temperature and pH. The the Additive 

Screen kit (Hampton Research, Aliso Viejo, California, USA) with 96 unique 

reagents was used additionally for both enzymes. Crystallization was carried out 

by sitting-drop and hanging- drop vapor diffusions, counter diffusion (using 

capillaries, GCB, 3D capillaries with low-melting agarose, crystallization in gel 

TMOS). 
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The solutions for optimization and the final composition of the optimised 

crystallization conditions were prepared using chemicals from Sigma-Aldrich 

(USA). 

The rystallized protein identity was checked by 12% SDS–PAGE staining 

of a gel by Coomassie Blue wColorBurst Electrophoresis Marker MW 8–220 

kDa (Sigma–Aldrich/Merck, USA).  

Co-crystallizaion with the ligand. For the co-crystallization of DpcA with 

10% (ν/ν) 1-bromohexane in a solution of 0.1 M glycine buffer pH 8.6 was used 

at optimized conditions by the sitting drop vapor diffusion with different ratios 

of protein/precipitant solution/substrate/additive.  

Soaking with the ligands. 50 µl of 1,2-dichloroethane was added into the 

reservoir well containing 800 µl of the precipitating solution with the crystals of 

DpcA or DmxA. 

 

3.2. Diffraction data collection 

The obtained crystals were first tested by the in-house diffractometer 

Nonius FR 591 equipped with a detector MarReserch 345 at the temperature 120 

K (Prague, IOCB). The compete diffraction data sets of DpcA were collected on 

MX14.2 beam line operated by the Helmholtz-Zentrum Berlin (HZB) at the 

BESSY II electron storage ring (Berlin-Adlershof, Germany) (Mueller et al., 

2015) at the wavelength 0.978 and 100 K using a Rayonics MX-225. The crystal 

of DmxA were mounted into nylon loops (Hampton Research, USA) and 

MicroLoops (MiTeGen; Jena Bioscience GmbH, Germany) and directly flash-

cooled in a liquid-nitrogen stream without additional cryoprotection. The 

diffraction data were collected at beamline ID29 at the ESRF, European 

Synchrotron Radiation Facility, France (de Sanctis et al., 2012) at the wavelength 

of 0.972 Å and 100 K using a Pilatus 6M-F detector.  

 

3.3. Enzyme structure determination, model validation and 

deposition 

Data diffraction for DpcA crystal were indexed, integrated and scaled by 

HKL-3000 (Minor et al., 2006). The diffraction data for DmxA were 

automatically processed by XDS program package (Kabsch, 1993, 2010a, 

2010b). The structure of DpcA and DmxA were solved  by molecular 
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replacement with MOLREP (Vagin & Teplyakov, 2010) from the CCP4 software 

suite (Winn et al., 2011), where the coordinates of homologue haloalkane 

dehalogenases were used. For the structure refinement REFMAC5, version 

5.8.0155 (Murshudov et al., 2011) software as part of the CCP4 suite 

(Collaborative Computational Project, Number 4, 1994) was used. Additionally 

several cycles of refinement of DpcA were carried using SHELXL (Sheldrick & 

Schneider, 1997) and Phenix.refine (Adams et al., 2010). The models of the 

enzyme were also optimised by PDB_REDO web server (Joosten et al., 2014). 

The manual structure building steps were performed in Coot (Emsley et al., 

2010); other data and coordinate manipulations were performed in the CCP4 

program package (Collaborative Computational Project, Number 4, 1994). The 

structure of DmxA was refined by restrained isotropic and TLS refinement 

(Painter & Merritt, 2006, Winn et al., 2001, Winn et al., 2003) using 2 TLS 

groups and local NCS refinement with 1 NCS group carried out by REFMAC5 

(Murshudov et al., 2011).  

The quality of the structure models with respect to the experimental data was 

controlled by assessed using the the internal tools of Coot and the MolProbity 

service (Chen et al., 2010), (Hintze et al., 2016).  

The structure validation and analyses were performed using MOLPROBITY 

servic, SFCHECK (Vaguine et al., 1999), wwPDB Validation Server (Berman et 

al., 2003) , and PISA server (Krissinel & Henrick, 2007). Atomic coordinates 

and experimental structure factors of DpcA and DmxA were deposited in the 

RCSB Protein Data Bank under PDB codes 6F9O and 5MXP, respectfully. 

Active site volumes were calculated with CASTp (Dundas et al., 2006) using 

a 1.4 Å radius probe. All figures were prepared  using PyMOL 1.5 (Schrodinger, 

2015). Structure similarity search of the PDB was performed with the program 

Dali (Holm & Rosenstrom, 2010).  
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4.1 Crystallographic analysis of new 

psychrophilic haloalkane 

dehalogenases: DpcA from 

Psychrobacter cryohalolentis K5 and 

DmxA from Marinobacter sp. ELB17 

This chapter is based on paper: 

 

K. Tratsiak, O. Degtjarik, I. Drienovska, L. Chrast, P. Rezacova, M. Kuty, R. 

Chaloupkova, J. Damborsky and I. Kuta Smatanova. Crystallographic analysis 

of new psychrophilic haloalkane dehalogenases: DpcA from Psychrobacter 

cryohalolentis K5 and DmxA from Marinobacter sp. ELB17. Acta Cryst. (2013). 

F69, 683-688. 

 

 

 

 

 

 

 

ABSTRACT 

Haloalkane dehalogenases are hydrolytic enzymes with a broad range of 

potential practical applications such as biodegradation, biosensing, biocatalysis 

and cellular imaging. Two newly isolated psychrophilic haloalkane 

dehalogenases exhibiting interesting catalytic properties, DpcA from 

Psychrobacter cryohalolentis K5 and DmxA from Marinobacter sp. ELB17, 

were purified and used for crystallization experiments. After the optimization of 

crystallization conditions, crystals of diffraction quality were obtained. 

Diffraction data sets were collected for native enzymes and complexes with 

selected ligands such as 1-bromohexane and 1,2-dichloroethane to the resolution 

ranging from 1.05 Å to 2.49 Å.  
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4.2 Crystal structure of cold-adapted 

haloalkane dehalogenase DpcA from 

Psychrobacter cryohalolentis K5 
 

This chapter is based on paper: 

 

K. Tratsiak,  T. Prudnikova, I. Drienovska, J. Damborsky, J. Brynda, P.Pachl, 

M. Kuty, R. Chaloupkova, P. Rezacova and I. Kuta Smatanova. Crystal structure 

of cold-adapted haloalkane dehalogenase DpcA from Psychrobacter 

cryohalolentis K5. Accepted for publication in Acta Cryst. F (2019). (IF 2017 = 

0.989) 

 

 

ABSTRACT Haloalkane dehalogenases (HDLs) convert halogenated 

aliphatic pollutants to less toxic compounds by a hydrolytic mechanism. Owing 

to their broad substrate specificity and high enantioselectivity, haloalkane 

dehalogenases can function as biosensors to detect toxic compounds in the 

environment or can be used for the production of optically pure compounds. Here 

we present structural analysis of the haloalkane dehalogenase DpcA isolated 

from the psychrophilic bacterium Psychrobacter cryohalolentis K5 at atomic 

resolution of 1.05 Å. This enzyme exhibits a low temperature optimum, making 

it attractive for environmental applications such as biosensing at the subsurface 

environment where the temperature typically does not exceed 25 ºC. Our 

structure revealed that among structural homologues of HLD-I subfamily, DpcA 

possesses the shortest access tunnels and one of the most widely open main 

tunnels. Comparative analysis revealed major differences in the region of the α4 

helix of the cap domain, which is one of the key determinants of tunnels’ 

anatomy. The crystal structure of DpcA contributes towards better understanding 

of structure-property relationships of cold-adapted enzymes. 

 

Keywords: haloalkane dehalogenase; α/β-hydrolase; X-ray diffraction; 

psychrophile; structural analysis  
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4.3 Deciphering of paradoxically high 

thermostability of dehalogenase 

from psychrophilic bacterium 
 

This chapter is based on paper: 

 

L.Chrast, K. Tratsiak, L. Daniel, T. Prudnikova, J. Brezovsky, I. Kuta 

Smatanova, R. Chaloupkova, J. Damborsky. Deciphering of paradoxically high 

thermostability of dehalogenase from psychrophilic bacteriumStructural basis of 

paradoxically high thermostability of dehalogenase from psychrophilic 

bacterium. Prepared for publication in FEBS Journal (2019). (IF 2017 = 4.530). 

 

 

 

 

ABSTRACT 

Haloalkane dehalogenases are enzymes with a broad application potential 

in biocatalysis, bioremediation, biosensing and cell imaging. Novel haloalkane 

dehalogenase DmxA originating from the psychrophilic bacterium Marinobacter 

sp. ELB17 surprisingly possesses the highest thermal stability (melting 

temperature Tm = 65.9 C) of all biochemically characterized wild type 

dehalogenases. The enzyme was successfully expressed and the crystal structure 

was solved with the resolution of 1.45 Å. DmxA structure contains several 

features distinct from known members of haloalkane dehalogenase family: (i) a 

unique composition of catalytic residues, (ii) a dimeric state mediated by a 

disulphide bridge and (iii) narrow tunnels connecting the enzyme active site with 

the surrounding solvent. Crucial role of narrow tunnels in the paradoxically high 

stability of DmxA enzyme was confirmed by in silico analysis and mutagenesis 

experiments.   
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The new biologically attractive haloalkane dehalogenases DpcA from 

Psychrobacter cryohalolentis K5 and DmxA from Marinobacer sp. ELB17 were 

characterized crystallographically. The structures of these enzymes, which are 

different in their temperature optima (DpcA is a cold-adapted enzyme, and 

DmxA is highly thermostable), allow us to gain insights into their structural 

properties of specificity and stability.  

Haloalkane dehalogenases are bacterial enzymes that realize cleavage of 

the carbon-halogen bond of halogenated aliphatic compounds by hydrolysis 

(Janssen et al. 1994). This catalytic reaction makes DpcA and DmxA attractive 

targets for the enzymes’ catalytic efficiency and broadens their substrate 

specificity towards important environmental pollutants (Copley 1998, Otyepka 

& Damborský, 2002). 

This work combines standard techniques used to study the structures of 

DpcA and DmxA enzymes. X-ray crystallographic analysis is employed to study 

structures, for the further construction of biotechnologically effective enzymes 

and their combinations. This is the precious source of the structural information 

for the understanding of the functions of the enzymes. The project was 

subdivided into subprojects: the crystallization of the enzymes, crystallographic 

experiments on the enzymes’ crystals, the analysis of the structures of DpcA and 

their comparison with homologous enzymes, the analysis of the DmxA enzyme 

structure.  

The first part of the thesis was focused on crystallization, co-

crystallization with ligands, and the collection and processing of the 

diffraction data of DpcA and DmxA crystals. The crystallization of proteins is 

the essential step of the research in order to obtain high quality diffraction data 

to study a structure of a protein by X-ray crystallography and to solve the protein 

structure. 

Searching for crystallization conditions suitable for the crystal growth of 

DpcA and DmxA in 0.5 mM phosphate buffer, pH 7.5 was started with the 

application of the previously reported crystallization conditions for DhaA wild 

type (Stsiapanava et al., 2011), however it was not successful as well as further 

crystallization screening with the commercially available screens. Exchanging 

the enzyme purification buffer, screening pH, temperature, precipitants and salt 

varying were the factors that led to crystal formation following its optimization. 

Additionally, screening with 96 additives was used to improve the result of 
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crystallization. The crystals suitable for the X-ray diffraction experiment were 

obtained in a newly discovered precipitant composition. Almost all 

crystallization techniques were successfully used to grow crystals of the selected 

enzymes (Tratsiak et.al., 2013). 

Diffraction data for DpcA were collected at the beamline of 14.2 operated 

by the Helmholtz-Zentrum Berlin (HZB) (Germany) at the BESSY II electron 

storage ring (Mueller et al., 2012) to the 1.05 Å resolution.   

The second part of this thesis described an important contribution to the 

understanding of the molecular basis of cold adaptation in proteins. We presented 

the X-ray structural analysis of DpcA from Psychrobacter cryohalolentis K5 

as a base for understanding its enzymatic properties that can guide 

modification of this cold-adapted enzyme for various biotechnological 

applications. DpcA is HLD that was biochemically characterized as that of the 

first of psychrophilic origin (Drienovska et al., 2012). DpcA exhibits a low 

temperature optimum, making it attractive for environmental applications such 

as biosensing at the subsurface environment where the temperature typically does 

not exceed 25 ºC. 

We determined the structure of DpcA by a molecular replacement with the 

use of a search model of DhlA from Xanthobacter autotrophicus (PDB ID 1B6G) 

(Ridder et al., 1999). Crystallographic analysis of the DpcA crystal revealed the 

structural features of cold-adaptation of this enzyme. We identified DpcA as a 

monomer, representing the biologically active unit. We were able to model all 

protein residues (1-309) onto the electron density map within the C-terminal 

histidine tag (residues 304-309). We observed the highly conserved main domain 

(residues 1-154, 221-309) that consists of an eight-stranded β-sheet, where β2 is 

lying in an antiparallel orientation with respect to the direction of the β-sheet. 

The β-sheets are surrounded by six α-helices. The cap domain (residues 155-

220), is inserted between β-strand β6 and α-helix α8 of the main domain and is 

represented by four α-helices and connective loops. We identified and interpreted 

the non-protein electron density in the active site as water molecules and a 

chloride anion. 

We carried out structural and bioinformatic assessment of the differences 

between DpcA and other homologues of the HLD subfamily and identified 

substantial differences in the architecture of the active site and access tunnels of 

DpcA. We discovered that the studied structure possesses the shortest access 
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tunnels (the length is 7.9 Å) and one of the most widely open main tunnels (its 

radius is 1.7 Å), which explains the preference of DpcA for the smaller 

substrates. We denoted the DpcA active site cavity volume is 435 Å3, and is 

comparable to that of the DppA from Plesiocystis pacifica (Hesseler et al., 2011). 

Furthermore, the comparative analysis of relative structures revealed the 

major differences in the region of the α4 helix of the cap domain (residues 162-

173, including halide-stabilizing residue Trp164). The α4 helix covers the 

enzyme active site. We indicated that the region of residues that includes residues 

155-159 has an increased flexibility and forms a loop with the high dynamic 

disorder. The α4 helix is important in determining the tunnel’s properties and the 

flexibility in this region thus directly affects that of the active site. This 

corresponds to the previous observation that adaptive mutations favouring the 

active-site flexibility are located outside the catalytic site (Feller and Garday, 

2003).  

The third part of the thesis is dedicated to the diffraction, data collection 

and processing of DmxA from Marinobacer sp. ELB17 and its structural 

analysis in order to explain its extraordinary stability. Based on the obtained 

diffraction data that were collected at beamline ID29 at the ESRF, European 

Synchrotron Radiation Facility, France (de Sanctis et al., 2012) up to 1.45 Å 

resolution and the solved crystal structure, we elucidated the paradoxically high 

thermostability of this enzyme from psychrophilic bacterium with X-ray 

crystallographic study and site-directed mutagenesis. We solved the structure by 

molecular replacement using the structure of DhaA from Rhodococcus 

rhodochrous, PDB ID 4E46 (Stepankova, Khabiri, et al., 2013) as a search 

model. 

We elucidated that the DmxA structure is composed of two domains. The 

core domain comprised of typical α/β-hydrolase structure consisting of an eight-

stranded β-sheet (with β2 lying in an antiparallel orientation) is covered by six α-

helices. The cap domain, inserted between β-strand β6 and α-helix α8, consists 

of five short α-helices connected by six loop insertions. The active site is situated 

between domains. We identified and interpreted the electron density in a vicinity 

of the active site as a water molecule and acetate ion with an occupancy of 1.0 in 

both molecules present in the asymmetric unit. The water molecule (HOH338) is 

situated in a canonical halide-binding pocket of the enzyme. 
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Our findings of the crystallographic analysis of DmxA revealed three 

unique features of this enzyme that can contribute to its thermostability.  

(1) A unique composition of catalytic pentad. We detected that the enzyme 

structure possesses a unique halide-stabilizing residue, glutamine 40, which is a 

part of a composition of catalytic machinery (instead of the conventional 

asparagine typical of other members of the subfamily). Glutamine 40 is not 

involved in contact with HOH338, its Nε2 atom is situated 5.42 Å far from the 

water molecule, and the side chain of the residue faces away from the halide-

binding site making polar interactions with the side chain hydroxyl of tyrosine 

68 and main chain carbonyl of leucine 203. This led us to suppose that glutamine 

(Q) 40 residue cannot be involved in the stabilization of the substrate nor 

releasing a halide anion in the DmxA active site. Thanks to this, further 

construction of Q40N supported these data.  

(2) We recognized that the enzyme dimerization is due to a disulfide bridge. 

We showed that the enzyme forms a dimeric structure through a disulfide bridge 

by cysteine 294 residues from each monomer of C-terminal helices (residues 

281-296). DmxA represents the first example of oligomerization via disulfide 

bridge formation reported in the HLD enzyme family so far. 

(3) The 3D structure of DmxA allowed us to find the unusually narrow 

tunnels connecting the buried enzyme active site with the surrounding solvent. 

We succeeded in identifying the important residues in the bottleneck of the main 

tunnel that influence the size of access tunnels, which was shown to be a crucial 

feature determining the high stability of DmxA. It was revealed that the DmxA 

variants possess a shift in substrate specificity and dramatically modified 

thermostability, thereby providing insight into the role of access tunnels for the 

paradoxical robustness of this enzyme.  

The results published in this thesis extend our knowledge about the 

structures of haloalkane dehalogenases and the structural features on adaptation 

to cold and the factors influencing the thermostability.  
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Table S1. List of experimentally characterized HLDs. 

 

HLD Organism PDB ID Subfamily Reference 

     

DhlA 
Xantobacter 

autotrophicus 

GJ10 

2HAD HLD-I 
(Franken et al., 

1991) 

DppA 
Plesiocystis 

pacifica SIR-1 
2XT0 HLD-I 

(Hesseler et al., 

2011) 

DpcA 
Psychrobacter 

cryohalolentis K5 

6F9O 

 
HLD-I 

(Tratsiak et al., 

2019 accepted) 

DccA 
Caulobacter 

crescentus 
5ESR HLD-I 

(Carlucci et al., 

2016) 

DmrA 
Mycobacterium 

rhodesiae JS60 
4MJ3 HLD-I 

(Fung et al., 

2015) 

DmbB 
Mycobacterium 

tuberculosis 

5033/66 

 HLD-I 
(Jesenska et al., 

2005) 

DhmA 
Mycobacterium 

avium N85 
 HLD-I 

(Pavlova et al., 

2007) 

eHLD-B 
metagenome-

derived 

cold-adapted 

organism 

 HLD-I 
(Kotik et al., 

2017) 

DmxA 
Marinobacter sp. 

ELB17 
5MXP HLD-II 

(Chrast et al., not 

published) 

DbjA 
Bradyrhizobium 

japonicum 

USDA110 

3A2M HLD-II 
(Prokop et al., 

2010) 

DbeA 
Bradyrhizobium 

elkanii USDA94 
4K2A HLD-II 

(Chaloupkova et 

al., 2014) 

DhaA 
Rhodococcus 

rhodochorus 

NCIMB 13064 

1BN6 HLD-II 
(Newman et al., 

1999) 

LinB 
Sphingomonas 

paucimobilis UT26 
1CV2 HLD-II 

(Marek et al., 

2000) 

DmbA 

(Rv2579) 

Mycobacterium 

tuberculosis 

5033/66 

2QVB HLD-II (Mazumdar et al., 

2008) 

DatA 
Agrobacterium 

tumefaciens C58 

 

3WI7 
HLD-II 

(Hasan et al., 

2011) 

DmmA Moorea producta 3U1T HLD-II 
(Gehret et al., 

2012b) 

HanR 
Rhodobacteraceae 

family bacterium 

(Rhb) 

4BRZ HLD-II 
(Novak et al., 

2014) 

DspA 
Strongylocentrotus 

purpuratus 
 HLD-II 

(Fortova et al., 

2013) 

DmlA 
Mesorhizobium 

loti MAFF303099 
 HLD-II (Sato et al., 2005) 

http://www.rcsb.org/structure/6F9O
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eHLD-B 
metagenome-

derived 

organism 

 HLD-II 
(Kotik et al., 

2017) 

DrbA 
Rhodopirellula 

baltica SH1 

 
HLD-III 

(Jesenska et al., 

2009) 

DmbC 
Mycobacterium 

tuberculosis 

5033/66 

 HLD-III 
(Jesenska et al., 

2009) 
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